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MATRIX TRANSFORMS OF λ-BOUNDEDNESS DOMAINS OF THE

ZWEIER METHOD

A. AASMA1, H. DUTTA2, §

Abstract. In this paper, we find necessary and sufficient conditions for the Zweier
matrix method Z1/2 to be transform from the spaces of λ-bounded and λ-convergent
sequences into the spaces of µ-bounded and µ-convergent sequences, where λ and µ are
monotonically increasing sequences with positive entries (i.e. speeds). Also we find nec-
essary and sufficient conditions for a matrix M to be transform from the λ-boundedness
domain of Z1/2 into the µ-boundedness domain of a triangular matrix method B. In
addition, we introduce one class of multiplicative matrices M satisfying these necessary
and sufficient conditions.
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factorable matrices.

AMS Subject Classification: 40C05, 40G99, 41A25.

1. Introduction

Let ω be the set of all sequences over real or complex numbers, and X, Y be some
subsets of ω. Let A = (ank) be a matrix with real or complex entries and

Anx :=
∑
k

ankxk, Ax := (Anx)

for every x = (xk) ∈ ω. Throughout this chapter we assume that all indices and summation
indices run from 0 to ∞ unless otherwise specified. If Ax ∈ Y for every x = (xk) ∈ X, we
write A ∈ (X,Y ). In that case we say that A transforms X into Y. A sequence x ∈ ω is
said to be A-summable (or summable by the summability method A) if the sequence Ax
is convergent. A method A is called regular if

lim
n
Anx = lim

k
xk
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for every x = (xk) ∈ c, where c is the set of all convergent sequences. The set of all A-
summable sequences is denoted by cA. A method A = (ank) is said to be lower triangular
if ank = 0 for k > n, and normal if A is lower triangular and ann 6= 0 for every n.

In [9]-[10] Kangro introduced the notions of convergence and boundedness with speed.
Let λ = (λk) be a monotonically increasing sequence with λk > 0 if not specified otherwise.
A convergent sequence x := (ξk) with

lim
k
ξk := ς and vk := λk (ξk − ς)

is called bounded with the speed λ (shortly, λ-bounded) if vk = O (1) , and convergent
with the speed λ (shortly, λ-convergent) if the limit limk vk exists and finite. The set of
all λ-bounded sequences we denote by mλ and the set of all λ-convergent sequences by cλ.
It is easy to see that cλ ⊂ mλ ⊂ c, and if λk = O (1), then cλ = mλ = c. A sequence x
is said to be Aλ-bounded if Ax ∈ mλ. The set of all Aλ-bounded sequences we denote by
mλ
A. Of course, mλ

A ⊂ cA, and if λ is a bounded sequence, then mλ
A = cA. An overview on

convergence and boundedness with speed can be found in [2] and [11]. Some recent works
on characterization of some matrix classes involving some sets of difference sequences with
speed can be found in [7]. Also, one may refer to [6] and [8] for more recent topics on the
subject.

The Zweier method Z1/2 is defined by the lower triangular matrix A = (ank, where (see
[5], p. 14) a00 = 1/2 and

ank =

{
1
2 , if k = n− 1 and k = n;

0, if k < n− 1

for n ≥ 1. The method A = Z1/2 is regular (see [5], p. 49).

In this paper, we find necessary and sufficient conditions for Z1/2 ∈ (mλ,mµ), Z1/2 ∈
(cλ, cµ) and Z1/2 ∈ (cλ,mµ), where µ = (µk) is an another speed; i.e., a monotonically
increasing sequence with µk > 0. Also we present necessary and sufficient conditions for
M ∈ (mλ

Z1/2
,mµ

B), where B is a triangular matrix method and M is an arbitrary matrix

with real and complex entries.
The paper has been organized as follows. In Section 2, some auxiliary results have

been introduced. In Section 3, necessary and sufficient conditions for Z1/2 ∈ (mλ,mµ),

Z1/2 ∈ (cλ, cµ) and Z1/2 ∈ (cλ,mµ) have been studied. In Section 4, necessary and

sufficient conditions for M ∈ (mλ
Z1/2

,mµ
B) have been found and one class of multiplicative

matrices M satisfying these conditions have been presented.

2. Auxiliary results

LetA = (ank) be a matrix with real or complex entries, e := (1, 1, ...), ek := (0, ..., 0, 1, 0, ...)
(where 1 is in the k-th position), λ := (λk), µ := (µk) monotonically increasing sequences
with λk > 0, µk > 0 and λ−1 := 1/λk.

Lemma 2.1 (see [2], p. 159-160 or [9], Theorem 1 ). A method A = (ank) ∈
(
mλ,mµ

)
if

and only if

lim
n
ank := δk; (1)

Ae ∈ mµ, (2)∑
k

|ank|
λk

= O(1), (3)
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µn
∑
k

|ank − δk|
λk

= O(1). (4)

Besides, if µn = O(1) and λn 6= O(1), then O(1) in condition (4) it is necessary to replace
by o(1).

Lemma 2.2 (see [2], p. 161-162 or [10], Theorem 1 ). A method A = (ank) ∈
(
cλ, cµ

)
if

and only if conditions (2.3) and (2.4) are fulfilled and

Aek ∈ cµ, (5)

Ae ∈ cµ, (6)

Aλ−1 ∈ cµ. (7)

If A ∈
(
cλ, cµ

)
, then

lim
n
µn(Anx− φ) =

∑
k

aλ,µk (vk − ν) + lim
n
µn (An − δ) ς + lim

n
µn

(∑
k

ank
λk
− aλ

)
ν, (8)

where

φ := lim
n
Anx, ν := lim

k
vk, An :=

∑
k

ank, δ := lim
n

An

and

aλ := lim
n

∑
k

ank
λk

; aλ,µk := lim
n
µn
ank − δk
λk

.

Lemma 2.3 (see [2], Exercise 8.3 or [11], p. 138 ). A method A = (ank) ∈
(
cλ,mµ

)
if and

only if A ∈
(
mλ,mµ

)
.

Let further A = (ank) be a normal matrix method with its inverse A−1 := (ηnk),
B = (bnk) a triangular method and M = (mnk) an arbitrary matrix, Throughout the
paper we use the following notations:

hnjl :=

l+j∑
k=l

mnkηkl,

G = (gnk) = BM, that is,

gnk :=

n∑
l=0

bnlmlk,

γrnl =

l+r∑
k=l

gnkηkl,

and

γnl := lim
r
γrnl (if the finite limits exist).

Lemma 2.4 (see [2], Proposition 8.1 or [4], Lemma 1 ). The transformation y = Mx
exists for every x ∈ mλ

A if and only if

there exist finite limits lim
j
hnjl := hnl, (9)
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there exist finite limits lim
j

j∑
l=0

hnjl, (10)

∑
l

∣∣∣hnjl∣∣∣
λl

= On(1), (11)

lim
j

j∑
l=0

∣∣∣hnjl − hnl∣∣∣
λl

= 0. (12)

Besides, condition (2.11) can be replaced by condition∑
l

|hnl|
λl

= On(1). (13)

Lemma 2.5 (see [2], Theorem 8.4 or [4], Theorem 1 ). M ∈
(
mλ
A,m

µ
B

)
if and only if

conditions (2.9) - (2.12) are satisfied and

there exist finite limits lim
n
γnl := γl, (14)

∑
l

|γnl|
λl

= O(1), (15)

µn
∑
l

|γnl − γl|
λl

= O(1), (16)

(ρn) ∈ mµ, ρn := lim
r

r∑
l=0

γrnl. (17)

Also, condition (2.15) can be replaced by condition∑
l

|γl|
λl

<∞, (18)

and if µn = O(1) and λn 6= O(1), then O(1) in condition (2.16) it is necessary to replace
by o(1).

Remark 2.1. The existence of finite limits limn γnl follows from conditions (2.9) - (2.12).
If M is a lower triangular , then conditions (2.9) - (2.12) are redundant in Lemma 2.4.

3. Necessary and sufficient conditions for Z1/2 ∈
(
mλ,mµ

)
, Z1/2 ∈

(
cλ, cµ

)
and

Z1/2 ∈
(
cλ,mµ

)
Theorem 3.1. Z1/2 ∈

(
mλ,mµ

)
if and only if

µn
λn−1

= O(1). (19)

If µn = O(1) and λn 6= O(1), then O(1) in condition (16) it is necessary to replace by o(1).
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Proof. It is sufficient to show that all conditions of Lemma 2.1 are satisfied for A = Z1/2.
As δk = 0 and Z1/2e = e ∈ mµ, then conditions (1) and (2) are fulfilled. For A = Z1/2 we
can present conditions (3) and (4) correspondingly in the form

1

2

(
1

λn−1
+

1

λn

)
= O(1) (20)

and
1

2
µn

(
1

λn−1
+

1

λn

)
= O(1). (21)

As λ and µ are monotonically increasing with λk > 0, µk > 0, then condition (20) is valid
and condition (21) holds if and only if condition (19) is satisfied and µn/λn = O(1). As
validity of the relation µn/λn = O(1) follows from (19), then (19) is equivalent to (4) for
A = Z1/2.

It follows from Lemma 2.1 that if µn = O(1) and λn 6= O(1), then O(1) in condition
(19) it is necessary to replace by o(1). �

From Lemma 2.3 immediately follows

Theorem 3.2 (see [2], Exercise 8.3 or [11], p. 138 ). The Zweier method Z1/2 ∈
(
cλ,mµ

)
if and only if Z1/2 ∈

(
mλ,mµ

)
.

Theorem 3.3. Let λn 6= O(1). Then Z1/2 ∈
(
cλ, cµ

)
if and only if

there exists the finite limit lim
n
µn

(
1

λn−1
+

1

λn

)
. (22)

If Z1/2 ∈
(
cλ, cµ

)
, then for every x = (ξk) ∈ cλ with limk ξk = ς we have

lim
n
µn((Z1/2)nx− φ) =

1

2
ν lim

n
µn

(
1

λn−1
+

1

λn

)
, (23)

where
φ := lim

n
(Z1/2)nx, ν := lim

k
λk(ξk − ς).

Proof. It is sufficient to show that all conditions of Lemma 2.2 are satisfied for A = Z1/2.
As Z1/2e = e ∈ cµ,

lim
n

(Z1/2)ne
k = 0 and lim

n
µn(Z1/2)ne

k = 0

(since (Z1/2)ne
k = 0 for n > k), then conditions (5) and (6) are fulfilled. As

(Z1/2)nλ
−1 =

1

2

(
1

λn−1
+

1

λn

)
,

then condition [22] is equivalent to (7) for A = Z1/2. As (22) implies the validity of (21),
then from (22) also follows the validity of (3) and (4) for A = Z1/2 (see the proof of
Theorem 3.1). As

δ = An = 1, aλ = aλ,µk = 0

for A = Z1/2, then relation (23 holds by (8). �

Definition 3.1. A method A is said to preserving the λ-boundedness if A ∈
(
mλ,mλ

)
,

and is said to be λ-conservative if A ∈ (cλ, cλ).
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It is proved in [2] (Examples 8.1 and 8.2), that Z1/2 preserves the λ-boundedness if and
only if λn/λn−1 = O(1), and is λ-conservative if and only if there exist the finite limit
limn(λn/λn−1).

4. Necessary and sufficient conditions for M ∈
(
mλ
Z1/2

,mµ
B

)
Let throughout this section B = (bnk) be a triangular method, M = (mnk) an arbitrary

matrix and λ := (λk), µ := (µk) monotonically increasing sequences with λk > 0, µk > 0.
The inverse of Z1/2 we denote by Z−11/2 := (ηnk), where (see [1] p. 13)

ηnk = 2(−1)
n−k for k ≤ n, and ηnk = 0 for k > n. (24)

Proposition 4.1. The transformation y = Mx exists for every x ∈ mλ
Z1/2

if and only if

condition (5.14) is satisfied and

series
∑
k

(−1)kmnk are convergent for everyn, (25)

series
∑
k

mn,2k are convergent for everyn, (26)

j∑
l=0

1

λl

∣∣∣∣∣
l+j∑
k=l

(−1)k−lmnk

∣∣∣∣∣ = On(1), (27)

lim
j

j∑
l=0

1

λl

∣∣∣∣∣∣
∞∑

k=l+j+1

(−1)k−lmnk

∣∣∣∣∣∣ = 0. (28)

Besides, condition (27) can be replaced by condition∑
l

1

λl

∣∣∣∣∣
∞∑
k=l

(−1)k−lmnk

∣∣∣∣∣ = On(1). (29)

Proof. It is sufficient to show that all conditions of Lemma 2.4 are satisfied for A = Z1/2.
Using (24), we obtain

hnjl = 2

l+j∑
k=l

(−1)k−lmnk

and
j∑
l=0

hnjl = 2

j∑
l=0

l+j∑
k=l

(−1)k−lmnk = 2

2j∑
k=0

mnk

k∑
l=0

(−1)k−l = 2

2j∑
k=0

mn,2k.

Hence condition (25) is equivalent to (9), condition (26) to (10), and condition (27) to
(11). As

hjl =

∞∑
k=l

(−1)k−lmnk,

then condition [28] is equivalent to (12). Finally, from Lemma 2.4 we obtain that condition
(27) can be replaceed by (29). �

From Proposition 4.1 we immediately get
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Corollary 4.1. If the rows of a matrix M = (mnk) are positive and monotonically de-
creasing; i.e., the sequence (mnk) for every n is positive and monotonically decreasing,
then condition (27) is fulfilled if

j∑
l=0

mnl

λl
= On(1),

and condition (28) is fulfilled if

lim
j

j∑
l=0

mn,l+j+1

λl
= 0.

Theorem 4.1. A matrix M ∈
(
mλ
Z1/2

,mµ
B

)
if and only if conditions (2.25) - (2.28) are

satisfied and

there exist the finite limits lim
n
gnl, (30)

there exists the finite limit G0, (31)∑
l

1

λl

∣∣∣∣∣
∞∑
k=l

(−1)k−lgnk

∣∣∣∣∣ = O(1), (32)

µn
∑
l

1

λl

∣∣∣∣∣
∞∑
k=l

(−1)k−lgnk −Gl

∣∣∣∣∣ = O(1), (33)

(ρn) ∈ mµ, (34)

where

Gl := lim
n

∞∑
k=l

(−1)k−lgnk, ρn := 2

n∑
i=0

bni
∑
k

mi,2k.

Also, condition (2.32) can be replaced by condition∑
l

|Gl|
λl

<∞, (35)

and if µn = O(1) and λn 6= O(1), then O(1) in condition (2.33) it is necessary to replace
by o(1).

Proof. It is sufficient to show that all conditions of Lemma 2.5 are satisfied for A = Z1/2.
First we see that conditions (2.25) - (2.28) are equivalent to conditions (2.14) - (2.17) by
Lemma 2.5. Due to (24) we obtain

γrnl = 2

l+r∑
k=l

(−1)k−lgnk. (36)

It follows from (2.25) - (2.28) By Remark 2.1 that the finite limits γnl exist. Hence

γnl = 2

∞∑
k=l

(−1)k−lgnk. (37)
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This implies that condition (32) is equivalent to condition (15), condition (33) to condition
(16), and the existence of finite limits Gl is equivalent to condition (14). From the existence
of finite limits Gl follows the validity of condition (31). As by (37) we get

gnl =
1

2
(γnl + γn,l+1) ,

then condition (30) also follows from the existence of finite limits Gl. Conversly, (30) and
(31) imply the existence of finite limits Gl. Therefore, (30) and (31) are equivalent to (14).

Using (36), we can write

r∑
l=0

γrnl = 2
r∑
l=0

l+r∑
k=l

(−1)k−lgnk = 2
2r∑
k=0

gnk

k∑
l=0

(−1)k−l =

2
r∑

k=0

gn,2k = 2
r∑

k=0

n∑
i=0

bn,imi,2k = 2
n∑
i=0

bn,i

r∑
k=0

mi,2k.

Consequently the finite limits ρn defined by (34) exist, due to (26), and hence condition
(34) is equivalent to (17).

Finally, by Lemma 2.5 we conclude that condition (32) can be replaced by (35), and
if µn = O(1) and λn 6= O(1), then O(1) in condition (33) it is necessary to replace by
o(1). �

Now we consider the case if M = (mnk) is a multiplicative matrix; i.e.,

mnl = tnvl; (tn) ∈ ω, (vl) ∈ ω. (38)

Proposition 4.2. Let M be defined by (38), where (vl) is a positive monotonically de-

creasing sequence and the series
∑

l vl is convergent. Then, M ∈
(
mλ
Z1/2

,mµ
B

)
if and only

if t := (tn) ∈ mµ
B.

Proof. It is sufficient to show that all conditions of Theorem 4.1 are satisfied for M , defined
by (38). As ∑

k

(−1)kmnk = tn
∑
k

(−1)kvk

and ∑
k

mn,2k = tn
∑
k

v2k,

then conditions (25) and (26) are fulfilled, since vk ≥ 0 and
∑

l vl is convergent. Also
conditions (27) and (28) hold. Indeed,

j∑
l=0

1

λl

∣∣∣∣∣
l+j∑
k=l

(−1)k−lmnk

∣∣∣∣∣ = tn

j∑
l=0

1

λl

∣∣∣∣∣
l+j∑
k=l

(−1)k−lvk

∣∣∣∣∣ < tn
λ0

∑
l

vl = On(1)

and
j∑
l=0

1

λl

∣∣∣∣∣∣
∞∑

k=l+j+1

(−1)k−lmnk

∣∣∣∣∣∣ < tn
λ0

∑
l

vl+j+1.

Thus conditions (27) and (28) are fulfilled, since the remainder
∑

l vl+j+1 of the convergent
series is convergent to zero.

We can write that

gnl = vl

n∑
i=l

bniti = vlBnt,
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k

(−1)kgnk =
∑
k

(−1)kvkBnt

and
ρn := V Bnt, V := 2

∑
k

v2k.

Therefore conditions (30), (31) and (34) are satisfied if and only if t := (tn) ∈ mµ
B. As

t ∈ mµ
B implies that the finite limit limnBnt exists and |Bnt| = O(1), then∑

l

1

λl

∣∣∣∣∣
∞∑
k=l

(−1)k−lgnk

∣∣∣∣∣ =
∑
l

1

λl

∣∣∣∣∣
∞∑
k=l

(−1)k−lvk

∣∣∣∣∣ |Bnt| < |Bnt|∑
l

vl
λl

= O(1)

and

µn
∑
l

1

λl

∣∣∣∣∣
∞∑
k=l

(−1)k−lgnk −Gl

∣∣∣∣∣ = µn|Bnt− lim
n
Bnt|

∑
l

vl
λl

= O(1);

i.e., conditions (32) and (33) are fulfilled. �

5. Conclusions

This work characterizes certain matrix classes involving some spaces with involvement
of speeds. The findings should inspire to investigate for several other matrix classes char-
acterization by assigning speeds to different classes of participating spaces. It may also be
interesting to know the speed of convergence while studying a process for convergence.
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