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STRONG ASYMPTOTIC STABILITY FOR A COUPLED SYSTEM OF

DEGENERATE WAVE EQUATIONS WITH ONLY ONE FRACTIONAL

FEEDBACK

M. KERDACHE1, M. KESRI1, A. BENAISSA2∗, §

Abstract. We prove the well-posedness and study the strong asymptotic stability of a
coupled system of degenerate wave equations with a fractional feedback acting on one
end only.
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1. Introduction

In this paper, we consider a system of coupled wave equations in the presence of bound-
ary control of nonlocal type:

utt(x, t)− (xδux)x(x, t) + α(u− v) = 0 in (0, L)× (0,+∞),
vtt(x, t)− (xδvx)x(x, t) + α(v − u) = 0 in (0, L)× (0,+∞),
u(L, t) = u(0, t) = v(L, t) = 0 on (0,+∞),
(xδvx)(0, t)− ρ∂τ,ωt v(0, t) = 0 on (0,+∞),{
u(x, 0) = u0(x), ut(x, 0) = u1(x),
v(x, 0) = v0(x), vt(x, 0) = v1(x)

on (0, L),

(P )

where δ ∈ (0, 1), α is a strictly positive constants ρ > 0 and the initial data (u0, u1, v0, v1)
belong to a suitable function space. The notation ∂τ,ωt stands for the generalized Caputo’s
fractional derivative of order τ , 0 < τ < 1, with respect to the time variable (see [3]). It
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is defined as follows

∂τ,ωt h(t) =
1

Γ(1− τ)

∫ t

0
(t− s)−τe−ω(t−s)dh

ds
(s) ds, ω ≥ 0.

Physically, u and v may represent the displacements of two vibratings objects measured
from their equilibrium positions, the coupling terms ±α(u− v) are the distributed springs
linking the two vibrating objects.

The exponential stability of the system (P ) has been established by Najafi et al [5] in
the linear and nonlinear boundary feedback.

In [3], Kerdache et al. investigated the decay rate of the energy of the coupled wave
equations with two boundary nonlocal controls, that is,

utt(x, t)− uxx(x, t) + α(u− v) = 0 in (0, L)× (0,+∞),
vtt(x, t)− vxx(x, t) + α(v − u) = 0 in (0, L)× (0,+∞),
u(0, t) = v(0, t) = 0 on (0,+∞),
ux(L, t) + δ1∂

τ,ω
t ut(L, t) = 0 on (0,+∞),

vx(L, t) + δ2∂
τ,ω
t vt(L, t) = 0 on (0,+∞),{

u(x, 0) = u0(x), ut(x, 0) = u1(x),
v(x, 0) = v0(x), vt(x, 0) = v1(x)

on (0, L).

(PBF )

Using semigroup theory, they prove an optimal polynomial type decay rate.
The question we are interested in this paper is what are the stability properties of our

system (P ).
To our best knowledge, this is the first attempt to study the asymptotic stability of

solutions for a coupled system of degenerate wave equations with only one boundary
fractional feedback. we will remark that there is a price paid compared with the hypothesis
assumed by Najafi et al and by Kerdache et al.

The organization of this paper is as follows. In section 2, first we reformulate the
system (P ) into classical in-put out-put dynamic systems and we deduce the well-posedness
property of the problem by the semigroup approach. Second, using a criteria of Arendt-
Batty and Lyubich-Vu we show that the augmented model is strongly stable.

2. Well-posedness and strong stability

2.1. Well-Posedness. In this subsection, We reformulate system (P ) into an augmented
system. Indeed, by using Theorem 2.1 in [3], system (P ) becomes

utt(x, t)− (xδux)x(x, t) + α(u− v) = 0 in (0, L)× (0,+∞),
vtt(x, t)− (xδvx)x(x, t) + α(v − u) = 0 in (0, L)× (0,+∞),
∂tϑ(ξ, t) + (ξ2 + ω)ϑ(ξ, t)− µ(ξ)vt(0, t) = 0 in (−∞,∞)× (0,+∞),
u(0, t) = u(L, t) = v(L, t) = 0 on (0,+∞)

(xδvx)(0, t) = ζ

∫ +∞

−∞
µ(ξ)ϑ(ξ, t) dξ on (0,+∞),

u(x, 0) = u0(x), ut(x, 0) = u1(x) on (0, L),
v(x, 0) = v0(x), vt(x, 0) = v1(x) on (0, L),
ϑ(ξ, 0) = 0, on (−∞,+∞),

(P ′)

where ζ = ρ(π)−1 sin(τπ) and µ(ξ) = |ξ|
2τ−1

2 . For a solution (u, v, ϑ) of (P ′), we define
the energy

E(t) =
1

2

∫ L

0
(|ut|2 + |vt|2 + |xδ/2ux|2 + |xδ/2vx|2 + α|u− v|2) dx+

ζ

2

∫ +∞

−∞
|ϑ|2 dξ. (1)



M. KERDACHE, M. KESRI, A. BENAISSA: COUPLED SYSTEM OF DEGENERATE WAVE ... 1289

The energy of the system is decreasing, in fact for smooth solution, a direct computation
gives

E′(t) = −ζ
∫ +∞

−∞
(ξ2 + ω)|ϑ(ξ, t)|2 dξ ≤ 0. (2)

We now discuss the well-posedness of (P ′). For this purpose, we introduce the following
spaces:

H1
δ(0, L) =

{
u is locally absolutely continuous in (0, L] : xδ/2ux ∈ L2(0, L)

}
,

H1
0,δ(0, L) =

{
u is locally absolutely continuous in (0, L] : xδ/2ux ∈ L2(0, L)/ u(L) = 0

}
,

H1
δ (0, L) =

{
u ∈ H1

0,δ(0, L)/ u(0) = 0
}
,

H2
δ (0, L) =

{
u ∈ L2(0, L)/xδ/2ux ∈ L2(0, L), xδux ∈ H1(0, L)

}
.

We then reformulate (P ′) into a semigroup setting. Let ũ = ut, ṽ = vt, and set

H = H1
δ (0, L)× L2(0, L)×H1

0,δ(0, L)× L2(0, L)× L2(IR)

equipped with the inner product

〈U,U1〉H =

∫ L

0

(
ũũ1 + xδuxu1x

)
dx+

∫ L

0

(
ṽṽ1 + xδvxv1x

)
dx

+α

∫ L

0
(u− v)(u1 − v1) dx+ ζ

∫ +∞

−∞
ϑϑ1 dξ

(3)

for any U = (u, ũ, v, ṽ, ϑ)T and U1 = (u1, ũ1, , v1, ṽ1, ϑ1)
T . We use ‖U‖H to denote the

corresponding norm.
Let U = (u, ũ, v, ṽ, ϑ)T and rewrite (P ′) as

U ′ = AU, U(0) = U0 = (u0, u1, v0, v1, 0), (4)

where the operator A is defined by

A(u, ũ, v, ṽ, ϑ) =
(
ũ, (xδux)x − α(u− v), ṽ, (xδvx)x − α(v − u),−(ξ2 + ω)ϑ+ µ(ξ)ṽ(0)

)
.

(5)
The domain of A is

D(A) =


(u, ũ, v, ṽ, ϑ)T in H : u ∈ H2

δ (0, L) ∩H1
δ (0, L), ũ ∈ H1

δ (0, L),
v ∈ H2

δ (0, L) ∩H1
0,δ(0, L), ṽ ∈ H1

0,δ(0, L),

(xδvx)(0)− ζ
∫ +∞

−∞
µ(ξ)ϑ(ξ) dξ = 0,

−(ξ2 + ω)ϑ+ µ(ξ)ṽ(0) ∈ L2(−∞,+∞), |ξ|ϑ ∈ L2(−∞,+∞)

 . (6)

Remark 2.1.
• Notice that if u ∈ H2

δ (0, L), δ ∈ [1, 2),we have (xδvx)(0) ≡ 0. Indeed, if xδvx(x) → l

when x → 0, then xδ|vx(x)|2 ∼ l/xδ and therefore l = 0 otherwise v 6∈ H1
δ(0, L). So, one

cannot consider the case δ ≥ 1.

(••) If we define

|u|H1
0,δ(0,L)

=

(∫ L

0
xδ|ux(x)|2 dx

)1/2

∀u ∈ H1
δ(0, L).

Then

‖u‖2L2(0,L) ≤ C∗|u|
2
H1

0,δ(0,L)
∀u ∈ H1

0,δ(0, L). (7)
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Indeed, let u ∈ H1
0,δ(0, L). For any x ∈]0, L] we have that

|u(x)| =
∣∣∣∣∫ L

x
ux(s) ds

∣∣∣∣ ≤ |u|H1
0,δ(0,L)

{∫ L

0

1

xδ
ds

}1/2

.

Therefore ∫ L

0
|u(x)|2 dx ≤ L1−δ

1− δ
|u|2H1

0,δ(0,L)
.

(• • •) Moreover, For every u ∈ H1
0,δ(0, L), u is absolutely continuous in [0, L]. Indeed, as

u′(x) =
1

xδ/2
xδ/2u′(x) ∀x ∈]0, L].

then ∫ L

0
|u′(x)| dx ≤

(∫ L

0

1

xδ
dx

)1/2

|u(x)|H1
0,δ(0,L)

=
L(1−δ)/2
√

1− δ
|u(x)|H1

0,δ(0,L)

u′ is summable over (0, L). So u is absolutely continuous in [0, L]. Hence in the definition
of D(A), it makes sense to consider the value of ṽ at 0.

Lemma 2.1 (see [3]). If λ ∈ Dω = IC\]−∞,−ω] then∫ +∞

−∞

µ2(ξ)

λ+ ω + ξ2
dξ =

π

sinαπ
(λ+ ω)α−1.

The well-posedness of problem (P ′) is ensured by the following theorem.

Theorem 2.1 (Existence and uniqueness). Let U0 ∈ H, then there exists a unique solution
U ∈ C([0,+∞),H), of problem (4), Moreover if U0 ∈ D(A), then U ∈ C([0,+∞), D(A))∩
C1([0,+∞),H).

Proof of Theorem 2.1. We show that A is a maximal monotone. First, it follows
from (2) that

<〈AU,U〉H = −ζ
∫ +∞

−∞
(ξ2 + ω)|ϑ(ξ)|2 dξ ≤ 0. (8)

Then A is monotone. For the maximality, let G = (g1, g2, g3, g4, g5)
T ∈ H and look for

U = (u, ũ, v, ṽ, ϑ, ϑ̃)T ∈ D(A) satisfying λU −AU = G for λ > 0, that is,
λu− ũ = g1,
λũ− (xδux)x + α(u− v) = g2,
λv − ṽ = g3,
λṽ − (xδvx)x + α(v − u) = g4,
λϑ+ (ξ2 + ω)ϑ− µ(ξ)ṽ(0) = g5.

(9)

From (9)3 and (9)5, we get

ϑ =
g5(ξ)

ξ2 + ω + λ
+
λv(0)µ(ξ)

ξ2 + ω + λ
− g3(0)µ(ξ)

ξ2 + ω + λ
. (10)

Inserting (9)1 and (9)3 in (9)2 and (9)4, we get

λ2u− (xδux)x + α(u− v) = g2 + λg1,
λ2v − (xδvx)x + α(v − u) = g4 + λg3.

(11)
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Multiplying Equations (11)1 and (11)2 by w ∈ H1
δ (0, L) and χ ∈ H1

0,δ(0, L) respectively,

integrate over (0, L), then using by parts integration, we get

λ2
∫ L

0
(uw + vχ) dx+

∫ L

0

(
xδuxwx + xδvxχx

)
dx+ ρλ(λ+ ω)τ−1v(0)χ(0)

+α

∫ L

0
(u− v) (w − χ) dx =

∫ L

0
((g2 + λg1)w + (g4 + λg3)χ) dx

−ζχ(0)

∫ +∞

−∞

µ(ξ)g5(ξ)

λ+ ξ2 + ω
dξ + ρ(λ+ ω)τ−1g3(0)χ(0),

(12)

where we have used the fact that
∫ +∞
−∞ µ2(ξ)/(ξ2 + λ + ω) dξ = π

sin τπ (λ + ω)τ−1. Conse-

quently, problem (12) is equivalent to the problem

a((u, v), (w,χ)) = b(w,χ), (13)

where the sesquilinear form a : [H1
δ (0, L)×H1

0,δ(0, L)]2 → IC and the antilinear form

b : H1
δ (0, L)×H1

0,δ(0, L)→ IC are defined by

a((u, v), (w,χ)) = λ2
∫ L

0
(uw + vχ) dx+

∫ L

0

(
xδuxwx + xδvxχx

)
dx

+ρλ(λ+ ω)τ−1v(0)χ(0) + α

∫ L

0
(u− v) (w − χ) dx

and

b(w,χ) =

∫ L

0
((g2 + λg1)w + (g4 + λg3)χ) dx− ζχ(0)

∫ +∞

−∞

µ(ξ)g5(ξ)

λ+ ξ2 + ω
dξ

+ρ(λ+ ω)τ−1g3(0)χ(0).

the sesquilinear form a(., .) is a bounded since for any (u, v), (w,χ) ∈ ∧ = H1
δ (0, L) ×

H1
0,δ(0, L)

a((u, v), (w,χ)) ≤ λ2(‖u‖L2(0,L)‖w‖L2(0,L) + ‖v‖L2(0,L)‖χ‖L2(0,L)) + |u|H1
0,δ(0,L)

|w|H1
0,δ(0,L)

+|v|H1
0,δ(0,L)

|χ|H1
0,δ(0,L)

+ ρλ(λ+ ω)τ−1|v(0)||χ(0)|+ +α‖u− v‖L2(0,L)‖w − χ‖L2(0,L)

≤M‖(u,w)‖∧‖(v, χ)‖∧,
where we have used the Sobolev Poincaré’s inequality and (•••) in Remark 2.1. Moreover
a(., .) is coercive because

a((u, v), (u, v)) ≥ ‖(u, v)‖2∧.
Moreover b is continuous. Therefore, Lax-Milgram says that, ∃! (u, v) ∈ H1

δ (0, L) ×
H1

0,δ(0, L) satisfying

a((u, v), (w,χ)) = b(w,χ),∀(w,χ) ∈ ∧.
In particular, taking w ∈ D(0, L) and χ ≡ 0 in (13), we obtain

λ2u− (xγux)x + α(u− v) = g2 + λg1 in D′(0, L). (14)

As g2 + λg1 ∈ L2(0, L), using (14), we deduce that

λ2u− (xδux)x + α(u− v) = g2 + λg1 in L2(0, L). (15)

Due to the fact that u ∈ H1
δ (0, L) and v ∈ H1

0,δ(0, L), we obtain (xγux)x ∈ L2(0, L), then

u ∈ H2
δ (0, L) ∩H1

δ (0, L). Similarly, taking χ ∈ D(0, L) and w ≡ 0 in (13), we obtain

λ2v − (xδvx)x + α(v − u) = g3 + λg4 in L2(0, L). (16)

Due to the fact that u ∈ H1
δ (0, L) and v ∈ H1

0,δ(0, L) we obtain (xγux)x ∈ L2(0, L). So

v ∈ H2
δ (0, L) ∩H1

0,δ(0, L).
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Multiplying both sides of the conjugate of equalities (15) and (16) by w ∈ H1
δ (0, L) and

χ ∈ H1
0,δ(0, L), integrating by parts on (0, L), and comparing with (13) we obtain

−(xγvx)(0)χ(0) + ρλ(λ+ ω)τ−1v(0)χ(0)

+ζ

∫ +∞

−∞

µ(ξ)

ξ2 + ω + λ
g5(ξ) dξw(0) − ρ(λ+ ω)τ−1g3(0)χ(0) = 0.

Consequently, defining ũ = λu− g1 and ṽ = λv − g3 and ϑ by (10), we deduce that

−(xγvx)(0) + ζ

∫ +∞

−∞
µ(ξ)ϑ(ξ) dξ = 0.

In order to complete the existence of U ∈ D(A), we need to prove ϑ and |ξ|ϑ ∈ L2(−∞,∞).
From (10), we get∫

IR
|ϑ(ξ)|2 dξ ≤ 3

∫
IR

|g5(ξ)|2

(ξ2 + ω + λ)2
dξ + 3(λ2|v(0)|2 + |g3(0)|2)

∫
IR

|ξ|2τ−1

(ξ2 + ω + λ)2
dξ.

Using Lemma 2.1, it easy to see that∫
IR

|ξ|2τ−1

(ξ2 + ω + λ)2
dξ = (1− τ)

π

sin τπ
(λ+ ω)τ−2.

On the other hand, using the fact that g5 ∈ L2(IR), we obtain∫
IR

|g5(ξ)|2

(ξ2 + ω + λ)2
dξ ≤ 1

(ω + λ)2

∫
IR
|g5(ξ)|2 dξ < +∞.

It follows that ϑ ∈ L2(IR). Next, using (10), we get∫
IR
|ξϑ(ξ)|2 dξ ≤ 3

∫
IR

|ξ|2|g5(ξ)|2

(ξ2 + ω + λ)2
dξ + 3(λ2|v(0)|2 + |g3(0)|2)

∫
IR

|ξ|2τ+1

(ξ2 + ω + λ)2
dξ.

Using again Lemma 2.1, it easy to see that∫
IR

|ξ|2τ+1

(ξ2 + ω + λ)2
dξ = τ

π

sin τπ
(λ+ ω)τ−1.

Now, using the fact that g5 ∈ L2(IR), we obtain∫
IR

|ξ|2|g5(ξ)|2

(ξ2 + ω + λ)2
dξ ≤ 1

(ω + λ)

∫
IR
|g5(ξ)|2 dξ < +∞.

It follows that |ξ|ϑ ∈ L2(IR). Finally, since ϑ ∈ L2(IR), we get

−(ξ2 + ω)ϑ+ ṽ(0)µ(ξ) = λϑ(ξ)− g5(ξ) ∈ L2(IR).

Then U ∈ D(A) and Therefore, the operator λI −A is surjective for any λ > 0. At last,
the result of Theorem 2.1 follows from the Hille-Yosida theorem (see [6]).

�

2.2. Strong stability of the system. We use a general criteria of Arendt-Batty [2] and
Lyubich-Vu [4], following which a C0-semigroup of contractions etA in a Banach space is
strongly stable, if A has no pure imaginary eigenvalues and σ(A) ∩ iIR contains only a
countable number of elements. Our main result is the following theorem.
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Theorem 2.2. The C0-semigroup etA is strongly stable in H if and only if the coefficient
α satisfies

α 6=
(

2− δ
2

)2 L−(2−δ)

2
(j2νδ,k − j

2
νδ,m

), k,m ∈ IN, (C)

where νδ = (1− δ)/(2− δ) and jν,1 < jν,2 < . . . < jν,k < . . . denote the sequence of positive
zeros of the Bessel function of first kind and of order ν.

For the proof of Theorem 2.2, we need the following two lemmas.

Lemma 2.2. A does not have eigenvalues on iIR.

Proof. We make a distinction between iλ = 0 and iλ 6= 0.
Step 1. Solving for AU = 0 leads to the following system

−ũ = 0,
−(xδux)x + α(u− v) = 0,
−ṽ = 0,
−(xδvx)x + α(v − u) = 0,
(ξ2 + ω)ϑ− µ(ξ)ṽ(0) = 0,

(17)

Then, from (8), (17)1 and (17)3 we have

ϑ ≡ 0, ũ ≡ 0 and ṽ ≡ 0. (18)

Let set Φ = u+ v and Ψ = u− v. Then Φ and Ψ satisfy{
−(xδΦx)x = 0,

−(xδΨx)x + 2αΨ = 0.
(19)

Hence (xδΦx)(x) = c, where c is a constant. Then Φ(x) =
c

δ + 1
x1−δ. Using the fact that

Φ(L) = 0, we deduce that c = 0 and hence Φ ≡ 0. Hence (xδΨx)(0) = 0 and Ψ(0) = 0.

Multiplying equation (19)2 by Ψ, we get

∫ L

0
xδ|Ψx|2 dx+2α

∫ L

0
|Ψ|2 dx = 0. Thus Ψ ≡ 0.

Therefore U = 0, thanks to the boundary conditions in (6). Hence, iλ = 0 is not an
eigenvalue of A.
Step 2. We will argue by contradiction. Let us suppose that there λ ∈ IR, λ 6= 0 and
U 6= 0, such that AU = iλU . Then, we get

iλu− ũ = 0,
iλũ− (xδux)x + α(u− v) = 0,
iλv − ṽ = 0,
iλṽ − (xδvx)x + α(v − u) = 0,
iλϑ+ (ξ2 + ω)ϑ− µ(ξ)ṽ(0) = 0.

(20)

Then, from (8) we have ϑ ≡ 0. Hence From (20)5, we have ṽ(0) = 0. Then, from (20)3
and (6)2 we obtain u(0) = u(L) = v(0) = v(L) = (xδvx)(0) = 0.

Inserting (20)1, (20)3 into (20)2 and (20)4, we get{
−λ2u− (xδux)x + α(u− v) = 0,
−λ2v − (xδvx)x + α(v − u) = 0.

(21)

Then Φ = u+ v and Ψ = u− v satisfy{
λ2Φ + (xδΦx)x = 0,
(λ2 − 2α)Ψ + (xδΨx)x = 0.

(22)
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The solution of the equation (22) is given by{
Φ(x) = c1Φ+(x) + c2Φ−(x),
Ψ(x) = c̃1Φ++(x) + c̃2Φ−−(x),

where 
Φ+(x) = x

1−δ
2 Jνδ

(
2

2−δλx
2−δ
2

)
, Φ−(x) = x

1−δ
2 J−νδ

(
2

2−δλx
2−δ
2

)
,

Φ++(x) = x
1−δ
2 Jνδ

(
2

2−δ
√
λ2 − 2αx

2−δ
2

)
,

Φ−−(x) = x
1−δ
2 J−νδ

(
2

2−δ
√
λ2 − 2αx

2−δ
2

)
,

(23)

where

Jν(y) =

∞∑
m=0

(−1)m

m!Γ(m+ ν + 1)

(y
2

)2m+ν
=

∞∑
m=0

c+ν,my
2m+ν , (24)

J−ν(y) =
∞∑
m=0

(−1)m

m!Γ(m− ν + 1)

(y
2

)2m−ν
=
∞∑
m=0

c−ν,my
2m−ν , (25)

togheter with the boundary conditions

Φ(0) = Φ(L) = Ψ(0) = Ψ(L) = 0, (xδvx)(0) = 0.

As Φ(0) = Ψ(0) = 0, then c2 = c̃2 = 0. As v(x) =
1

2
(Φ(x)−Ψ(x)), we deduce that

(xδΦx)(0) = (xδΨx)(0).

Then

c1(1− δ)˜̃c
+
νδ,0

= c̃1(1− δ)˜̃c
++
νδ,0

,

where

˜̃c
+
νδ,0

= c+νδ,0

(
2

2− δ
λ

)νδ
, ˜̃c

++
νδ,0

= c+νδ,0

(
2

2− δ
√
λ2 − 2α

)νδ (
where c+νδ,0 =

1

Γ(νδ + 1)2νδ

)
.

Moreover Φ(L) = Ψ(L) = 0. Thenc1Jνδ
(

2

2− δ
λL

2−δ
2

)
= 0, c̃1Jνδ

(
2

2− δ
√
λ2 − 2αL

2−δ
2

)
= 0,

c1(1− δ)˜̃c
+
νδ,0

= c̃1(1− δ)˜̃c
++
νδ,0

If Bessel are zero then

2

2− δ
λL

2−δ
2 = jνδ,k and

2

2− δ
√
λ2 − 2αL

2−δ
2 = jνδ,m

for some integers k and m. Hence, eigenvalues on iIR exist iff

α =

(
2− δ

2

)2 L−(2−δ)

2
(j2νδ,k − j

2
νδ,m

).

Hence, if condition (C) is satisfied we deduce that c1 = 0 or c̃1 = 0 and consequently
u = v = 0.

Therefore U = 0. Consequently, A does not have purely imaginary eigenvalues. �

Lemma 2.3.
If λ 6= 0, the operator iλI −A is surjective.
If λ = 0 and ω 6= 0, the operator iλI −A is surjective.
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Proof. Case 1: λ 6= 0. Let G = (g1, g2, g3, g4, g5)
T ∈ H be given, and let U =

(u, ũ, v, ṽ, ϑ)T ∈ D(A) be such that

(iλI −A)U = G. (26)

Equivalently, we have 
iλu− ũ = g1,
iλũ− (xδux)x + α(u− v) = g2,
iλv − ṽ = g3,
iλṽ − (xδvx)x + α(v − u) = g4,
iλϑ+ (ξ2 + ω)ϑ− µ(ξ)ṽ(0) = g5.

(27)

Inserting (27)1, (27)3 into (27)2 and (27)4, we get{
−λ2u− (xδux)x + α(u− v) = (g2 + iλg1),
−λ2v − (xδvx)x + α(v − u) = (g4 + iλg3).

(28)

Solving system (28) is equivalent to finding (u, v) ∈ H2
δ ∩H1

δ (0, L)×H2
δ (0, L)∩H1

0,δ(0, L)
such that 

∫ L

0
(−λ2uw − (xδux)xw + α(u− v)w) dx =

∫ L

0
(g2 + iλg1)w dx,∫ L

0
(−λ2vχ− (xδvx)xχ+ α(v − u)χ) dx =

∫ L

0
(g4 + iλg3)χdx

(29)

for all (w,χ) ∈ H1
δ (0, L) × H1

0,δ(0, L). By using (27)3 and (27)5 the functions u and v
satisfying the following system

−λ2
∫ L

0
(uw + vχ) dx+

∫ L

0

(
xδuxwx + xδvxχx

)
dx+ iρλ(iλ+ ω)τ−1v(0)χ(0)

+α

∫ L

0
(u− v) (w − χ) dx =

∫ L

0
((g2 + iλg1)w + (g4 + iλg3)χ) dx

−ζχ(0)

∫ +∞

−∞

µ(ξ)g5(ξ)

iλ+ ξ2 + ω
dξ + ρ(iλ+ ω)τ−1g3(0)χ(0).

(30)

We can rewrite (30) as

B((u, v), (w,χ)) = L(w,χ), ∀(w,χ) ∈ H1
δ (0, L) ∩H1

0,δ(0, L), (31)

where

B((u, v), (w,χ)) = B1((u, v), (w,χ)) + B2((u, v), (w,χ))

with 
B1((u, v), (w,χ)) =

∫ L

0

(
xδuxwx + xδvxχx

)
dx+ α

∫ L

0
(u− v)(w − χ) dx

+iρλ(iλ+ ω)τ−1v(0)χ(0),

B2((u, v), (w,χ)) = −
∫ L

0
λ2uw dx−

∫ L

0
λ2vχ dx

(∗)

and

L(w,χ) =

∫ L

0
((g2 + iλg1)w + (g4 + iλg3)χ) dx− ζχ(0)

∫ +∞

−∞

µ(ξ)g5(ξ)

iλ+ ξ2 + ω
dξ

+ρ(iλ+ ω)τ−1g3(0)χ(0).
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Let (H1
δ (0, L)×H1

0,δ(0, L))′ be the dual space of H1
δ (0, L)×H1

0,δ(0, L). Let us define the
following operators

B : H1
δ (0, L)×H1

0,δ(0, L)→ (H1
δ (0, L)×H1

0,δ(0, L))′

(u, v) 7→ B(u, v)
Bi : H1

δ (0, L)×H1
0,δ(0, L)→ (H1

δ (0, L)×H1
0,δ(0, L))′ i ∈ {1, 2}

u 7→ Bi(u, v)

(∗∗)

such that{
(B(u, v))(w,χ) = B((u, v)), (w,χ)), ∀(w,χ) ∈ H1

δ (0, L)×H1
0,δ(0, L),

(Bi(u, v))(w,χ) = Bi((u, v)), (w,χ), ∀(w,χ) ∈ H1
δ (0, L)×H1

0,δ(0, L), i ∈ {1, 2}.
(∗ ∗ ∗)

It is easy to see that B1 is sesquilinear, continuous and coercive form on (H1
δ (0, L) ×

H1
0,δ(0, L))2. Then, from (∗∗) and Lax-Milgram theorem, the operator B1 is an isomor-

phism. Moreover, using the compact embedding from H1
0,δ(0, L) to L2(0, L) we deduce that

B2 is a compact operator. Therefore, from the above steps, we obtain that the operator
B = B1 +B2 is a Fredholm operator of index zero. Now, following Fredholm alternative,
we still need to prove that the operator B is injective to obtain that the operator B is an
isomorphism. Let (u, v) ∈ ker(B), then

B((u, v)), (w,χ) = 0 ∀(w,χ) ∈ H1
δ (0, L)×H1

0,δ(0, L). (32)

In particular for (w,χ) = (u, v), it follows that

λ2
[
‖u‖2L2(0,L) + ‖v‖2L2(0,L)

]
− iρλ(iλ+ ω)τ−1|v(0)|2 = ‖xδ/2ux‖2L2(0,L)

+‖xδ/2vx‖2L2(0,L) + α‖u− v‖2L2(0,L).

Hence, we obtain v(0) = 0 and From (32), we have (xδvx)(0) = 0. Then, according to
Lemma 2.2, we deduce that (u, v) = (0, 0) and consequently Ker(B) = {0}. Finally, from
Fredholm alternative, we deduce that the operator B is isomorphism. It is easy to see that
the operator L is a antilinear and continuous form on H1

δ (0, L)×H1
0,δ(0, L). Consequently,

(31) admits a unique solution (u, v) ∈ H1
δ (0, L) × H1

0,δ(0, L). Hence iλ − A is surjective

for all λ ∈ IR∗.

Case 2: λ = 0 and ω 6= 0. Using Lax-Milgram Lemma, we obtain the result.
�

3. Conclusions

We have studied the boundary stabilization of the coupled system of degenerate wave
equations with only one dissipation law of fractional derivative type acting at a degenerate
point. If α is outside a discrete set of exceptional values, using Arendt-Batty and Lyubich-
Vu criteria, we proved the strong stability of the system. We will be investigated in the
future the non-uniform stability by spectral analysis.
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