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ON THE CAUCHY PROBLEM FOR SYSTEMS OF LINEAR
EQUATIONS OF ELLIPTIC TYPE OF THE FIRST ORDER IN THE
SPACE R™

D. A. JURAEVY#* S. NOETIAGHDAM?3 P. AGARWAL* R. P. AGARWAL?, §

ABSTRACT. In the present paper, on the basis of the Carleman matrix, approximate
solutions of the Cauchy problem for matrix factorizations of the Helmholtz equation are
found in explicit form.
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1. INTRODUCTION

One of the fundamental problems in the theory of (ordinary and partial) differential
equations: To find a solution (an integral) of a differential equation satisfying what are
known as initial conditions (initial data). The Cauchy problem usually appears in the
analysis of processes defined by a differential law and an initial state, formulated mathe-
matically in terms of a differential equation and an initial condition (hence the terminology
and the choice of notation: The initial data are specified for and the solution is required
for). Cauchy problems differ from boundary value problems in that the domain in which
the desired solution must be defined is not specified in advance. Nevertheless, Cauchy
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problems, like boundary value problems, are defined by the imposition of limiting condi-
tions for the solution on (part of) the boundary of the domain of definition.

The main questions connected with Cauchy problems are as follows:

1) Does there exist (albeit only locally) a solution?

2) If the solution exists, to what space does it belong? In particular, what is its domain
of existence?

3) Is the solution unique?

4) If the solution is unique, is the problem well-posed, i.e. is the solution in some sense
a continuous function of the initial data?

The theory of ill-posed problems is a direction of mathematics which has developed in-
tensively in the last two decades and is connected with the most varied applied problems:
interpretation of readings of many physical instruments and of geophysical, geological, and
astronomical observations, optimization of control, management and planning, synthesis
of automatic systems, etc. Development of the theory of ill-posed problems was occasioned
by the advent of modern computing technology. Various areas of the theory of ill-posed
problems can be included in traditional areas of mathematics such as function theory,
functional analysis, differential equations, and linear algebra. The concept of a well-posed
problem is connected with investigations by the famous French mathematician Hadamard
of various boundary value problems for the equations of mathematical physics. Hadamard
expressed the opinion that boundary value problems whose solutions do not satisfy cer-
tain continuity conditions are not physically meaningful, and he presented examples of
such problems. It was subsequently found that Hadamard’s opinion was erroneous. It
turned out that many problems of mathematical physics which are ill-posed in the sense
of Hadamard and, in particular, problems noted by Hadamard himself have real physical
content. It also turned out that ill-posed problems arise in many other areas of mathe-
matics which are connected with applications. Such a classical problem of mathematical
analysis as the problem of differentiation is ill-posed if it is connected with processing ex-
perimental data (see, for instance [23], [28]. For ill-posed problems of the question arises:
What is meant by an approximate solution? Clearly, it should be so defined that it is
stable under small changes of the original information. A second question is: What algo-
rithms are there for the construction of such solutions? Answers to these basic questions
were given by A.N. Tikhonov (see [2]).

It is known that the Cauchy problem for elliptic equations and for systems of elliptic
equations belongs to the class of ill-posed problems (see, for example, [2], [25], [26]-[27],
[36]-[37]). Boundary value problems, as well as numerical solutions of some problems, are
considered in [3]-[7], [21]-[22], [24], [29], [38]-[39].

The concept of conditional correctness first appeared in the work of Tikhonov [2], and
then in the studies of Lavrent’ev [26]-[27]. In a theoretical study of the conditional cor-
rectness (correctness according to Tikhonov) of an ill-posed problem of the existence of a
solution and its belonging to the correctness set, it is postulated in the very formulation
of the problem. The study of uniqueness issues in a conditionally well-posed formulation
does not essentially differ from the study in a classically well-posed formulation, and the
stability of the solution from the data of the problem is required only from those variations
of the data that do not deduce solutions from the well-posedness set. After establishing the
uniqueness and stability theorems in the study of the conditional correctness of ill-posed
problems, the question arises of constructing effective solution methods, i.e. construction
of regularizing operators.
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Based on the results of previous works [8]-[18] we have constructed the Carleman matrix
and based on it the approximate solution of the Cauchy problem for the matrix factor-
ization of the Helmholtz equation. In this article, we find an explicit formula for an
approximate solution of the Cauchy problem for matrix factorizations of the Helmholtz
equation in a multidimensional bounded domain of an odd-dimensional space R™. The
case of an even-dimensional space will be considered in other scientific studies of the au-
thors. Our approximate solution formula also includes the construction of a family of
fundamental solutions of the Helmholtz operator in space. This family is parametrized by
some entire function K(z), the choice of which depends on the dimension of the space.
In this work, relying on the results of previous works [8]-[18], we similarly obtain better
results with approximate estimates due to a special selection of the function K(z). In
many well-posed problems for systems of equations of elliptic type of the first order with
constant coefficients that factorize the Helmholtz operator, it is not possible to calculate
the values of the vector function on the entire boundary. Therefore, the problem of re-
constructing the solution of systems of equations of first order elliptic type with constant
coefficients, factorizing the Helmholtz operator (see, for instance [8]-[18]), is one of the
topical problems in the theory of differential equations.

For the last decades, interest in classical ill-posed problems of mathematical physics has
remained. This direction in the study of the properties of solutions of the Cauchy problem
for the Laplace equation was started in [26]-[28], [36]-[37] and subsequently developed in
[19]-[20], [30]-[33], [8]-[18].

Let R™, (m = 2k, k > 1) be a m—dimensional real Euclidean space,

C:(<17"'7Cm)€Rm7 n:(nlv"'anm)eRm7

¢ = Cm1) ER™ gl = (1, 1) €RTTL
We introduce the following notation:
, z=1Va2+a2+n,, a>0,
X1
Oc = (O¢s--- ,3<m)T, ¢ = IoxT =1 .. - transposed vector y,
Xm
W)= (Wi(Q),...,Wa(O)F, =(1,...,1)eR?, n=2" m>2,

r=n—¢, a=|y-

wp 0 - 0

0 wo
E(w) = ) — diagonal matrix, w = (w1, ..., w,) € R™.

0 0 0 w,

We also consider a bounded simply-connected domain 2 C R™, having a piecewise
smooth boundary 92 = ¥ | D, where ¥ is a smooth surface lying in the half-space 7,,, > 0
and D is the plane n,, = 0.

P(xT) is an (n x n)—dimensional matrix satisfying:

P*(xX")P(x") = E((Ix]” + A)°),
where P*(x7) is the Hermitian conjugate matrix of P(x?), A € R, the elements of the

matrix P(x”) consist of a set of linear functions with constant coefficients from the complex
plane C.
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Let us consider the following first order systems of linear partial differential equations
with constant coefficients

P (0 W(C) =0, (1)

in the domain §, where P () is the matrix differential operator of the first-order.
Also consider the set

S(Q)={W:Q— R" | W is continuous on Q = QU 0Q and W satisfies the system (1)} .

2. STATEMENT OF THE CAUCHY PROBLEM

Formulation of the problem. Suppose W(n) € S(2) and
Wn)ls =fm), neX. (2)

Here, f(n) a given continuous vector-function on X. It is required to restore the vector
function W (n) in the domain 2, based on it’s values f(n) on X.

If W(n) € S(2), then the following integral formula of Cauchy type is valid

W(C) = / LOn, G W (n)ds,, ¢ €9, (3)
o0

where
L(n.G:N) = (B (T (Ar)e?) P (90)) P(T).

Here t = (t1,...,ty)—is the unit exterior normal, drawn at a point 7, the surface 012,
Iy (Ar)— is the fundamental solution of the Helmholtz equation in R™, (m = 2k, k > 1),
where I'), (Ar) defined by the following formula:

(1)
Fo(Ar) = B2 2207
m m ’I"(m72)/2 )
(4)
Bp—— Y ok k>1.

2i(2m)(m=2)/2’

Here H((;)_Q)/Q()\r)— is the Hankel function of the first kind of (m —2)/2— th order (see
for instance [34]).

Let K(z) be an entire function taking real values for real z, (z = a + ib, a,b € R) such
that

K(a) #0, sup|pr(p)(z)| = N(a, p) < oo,
b>1 (5)
—o<a<oo, p=0,...,m.

We define the function ¥(n,{;A) at n # ¢ by the following equality

1 9t T T K(2) ] alo(ha)
\I](m <7 /\) N CmK(Cm) 85k_1 O/Im [Z - Cm] vV CL2 -+ 042 da, (6)

m =2k, k>1,
where c3 = 27, ¢, = (= 1)1k — D)!(m — 2)wm; To(Aa) = Jo(ida)—is the Bessel function

of the first kind of zero order [19], w,,— area of a unit sphere in space R™.
In the formula (6), choosing

K(Z) = eXp(O'Z), K(gm) = eXp(GCm)a o >0, (7)
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we get
W, (0, ¢ A) = e=oCm k=1 71 exp(oz)] alp(a) " (8)
oNB S A = T T skt z2—Cm | Va2 +a2
0
The formula (3) is true if instead I',,,(Ar) of substituting the function
Vo (n,GA) = Pm(Ar) + Go (1, G A), 9)

where G, (n,(; A\)— is the regular solution of the Helmholtz equation with respect to the
variable 7, including the point n = (.
Then the integral formula has the form:

W) = / Lo(n, G W (n)dsy, ¢ €9, (10)
o0
where

Lo(na C; )‘) = (E (\Po(na C; )‘)UO) P (8C)) P(tT)'
3. SOLUTION OF THE CAUCHY PROBLEM (1)-(2)
Theorem 3.1. Let W(n) € S(2) it satisfy the inequality

(W(n)| <M, neD. (11)
If
WalQ) = [ Laln.COW (s, ¢ (12
b
then the following estimates are true
W(C) = WolQ)l < ME(A, Qo"e ", o >1, (€. (13)

IW(()  IWs(Q)
9¢; ¢

'SMK(/\,C)ake"<m, o>1, ¢eQ, j=1,...,m. (14)

Here and below functions bounded on compact subsets of the domain €2, we denote by
K(A, Q).

Proof. Let us first estimate inequality (13). Using the integral formula (10) and the
equality (12), we obtain

WO = [ Laln.GNW s, + [ L. G W (n)ds, =

2 D

—WolO)+ [ Laln. AW (n)dsy. ¢ €2
D
Taking into account the inequality (11), we estimate the following

W(C) — Wa(O)] < / Ny (0, G; W (n)dsy| <
Y (15)
< / (Lo(n, & M) (W ()| dsy < M / Lo(n,G; M| dsy,  CEQ.
D

D
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Us(n, ¢ A
To do this, we estimate the integrals /|\If N, ¢ A)| dsy, /‘a;’g)‘dsn, (j=
i

1,2,. —1mm/rw (7, G A)
on

m

ds; on the part D of the plane 7, = 0.

Separating the i 1mag1nary part of (8), we obtain

_ eotm=Gm) | gF=1 T cos ova? + a?
\110(777 G )‘) Osk—1 a2 + 12

alo(Ma)da—

(16)

k=1 7 (0 - T o2
0 /(nm (m)sinova? + a2 alp(Aa) dal . ¢, >o0.

9kl a? +r2? Va2 + a2

0

From (16) and the inequality
2
Ara’

Io()\a) <
we have

/ﬂgﬂmgAﬂd%ngL&anweg%, o>1, zeG, (18)

To estimate the second integral, we use the equality

Mo (m,GA) _ O GA) D5 _ o O%(n.GA)
In; Os In; AR 0s ’

s=a? j=1,2,...,m—1.

dsy < K\, Qo Me™% o>1, ¢€Q

Considering equality (16), inequality (17) and equality (19), we obtain
(20)
j=1,2,...,m—1.

/éNAmCM
D

an;
oV, (
Now, we estimate the integral / ’877
n

m

‘ dsy,.

Taking into account equality (16) and inequality (17), we obtain
/éNAmQM
D

ONm
From inequalities (18), (20) and (21), bearing in mind (15), we get an estimate (13).
Now let us prove inequality (14). To do this, we take the derivatives from equalities
(10) and (12) with respect to (j, j = 1,...,m, then we obtain the following:

MV@):/fEAmCA%VMM%ﬁi/OLAmCA%VMM%7
Y D

‘ds?7 <K\ n)o*Me o o>1, (€Q, (21)

a¢; e e
(22)

OWo(Q) _ [ OLo(n, G A) o
a¢; ‘1/ o, Wmdsy, CEQ j=1..,m



624 TWMS J. APP. AND ENG. MATH. V.14, N.2, 2024

Taking into account the (22) and inequality (11), we estimate the following

‘GW(() B &,W(C)’ < /aLﬂ(”’C/\)W(n)dsn <

o¢; ¢ s ¢

a(n, G A) OL,(n,C; N
S!' % ‘m/“%<M/’ o
ce, j=1,....,m.
OV, (n, M)

To do this, we estimate the integrals / ’ ac,
J

/’8\11 827”( A)

To estimate the first integrals, we use the equality

OUs(n,GGA) _ 0¥ (n,(GN) 95 ( ‘_g,)a%(mc;/\)
oG 0s oG MMy o

‘dsn, (j=1,2,...,m—1) and

dsy on the part D of the plane 7, = 0.

s=a? j=12,...,m—1.

Given equality (16), inequality (17) and equality (24), we obtain

Oy (n, G5 A kag.—oCm
/‘ R ‘dsySK()\,C)UMe , o>1, (eqQ,
j=1,2,...,m—1.
IVe(n,GA)
Im

Taking into account equality (16) and inequality (17), we obtain

Now, we estimate the integral / ’ ‘ dsy.

/"N 82’C A ’ds,, <K\ Qo"Meom, ¢ eQ, (26)

From inequalities (23), (25) and (26), we obtain an estimate (14).
Theorem 3.1 is proved. ]

Corollary 3.1. For each ¢ € €, the equalities are true

lim W,(Q) = W(e), tim 2ele) _ OWE)

o ovoe OG 0G

j=1...,m.
We denote by €. the set

:{(C1,7Cm)€<a Q>Cm25a q:mDa‘Xd)(Cl)a O<5<q}

Here, at m = 2, ¥((1) - is a curve, and at m = 2k, k> 1, (¢’ - is a surface. It is
easy to see that the set (). C (2 is compact.
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Corollary 3.2. If ¢ € Q., then the families of functions {W,({)} and {avgz(o} con-
J

verge uniformly for o — oo, i.e.:
OWo() _ W (Q)
¢ oG -

It should be noted that the set E. = Q\Q. serves as a boundary layer for this problem,
as in the theory of singular perturbations, where there is no uniform convergence.

Wo(6) = W(Q),

i=1....,m.

4. REGULARIZED SOLUTION OF THE PROBLEM (1)-(2)

Suppose that the surface ¥ (or the curve at m = 2) is given by the equation

M =(n), o €eR™Y,
where (1) is a single-valued function satisfying the Lyapunov conditions.
We put
q= mgxw(n’), l= max 14+ 92(n).

Theorem 4.1. Let W(n) € S() satisfy condition (11), and on a smooth surface ¥ the
nequality

(W) <o, 0<d<Ll. (27)
Then the following estimates are true
W) < KA QoM™ 6%, o>1, ceq. (28)
6W(C)’ k 1—Sm _Sm
< K(A Qo a9, o>1, € Q,
‘ og; | <O ¢ (29)
j=1....m
Proof. Let us first estimate inequality (28). Using the integral formula (10), we have
W(¢) = /La(n,C;A)W(n)dSnJr/Na(n,C;A))W(U)dSn, e (30)
5 D
We estimate the following
WO < / La(n. AW sy + | [ Laln. AW sy, ¢ (31)
D
Given inequality (27), we estimate the first integral of inequality (31).
[ B G0 W sy < [ 1Lt G0 W) ds, <
b ) (32)
/ o(n, A dsy, ¢ e
b
Us(n, G A
To do this, we estimate the integrals / (W (n, ¢ A)| dsy, /‘W‘ dsy, (j=
j

ds; on a smooth surface 3.

1,2,...,m—1) and/‘w SR
on

m
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Given equality (16) and the inequality (17), we have

/ Do (1, G N dsy < KA, O)oke?@m) 651, ¢eq. (33)

To estimate the second integral, using equalities (16) and (19) as well as inequality (17),
we obtain

7]3

(34)
J = ]-7 , M — 1
v, S . . . .
To estimate the integral / W dsy, using equality (16) and inequality (17),
TIm
we obtain
U, (
L/P amCA dsy < K(\,Q)o*e?@m) | o1 (eq. (35)
Tim
From (33)-(35), we obtain
[ B W s, < KL Qat5er6), o> 1, e, (36)
b
The following is known
/LgmgmwwmmngQiphwfﬁm o>1, (€. (37)

D

Now taking into account (36)-(37), we have

K(A k
\W@Hg(fw(&W+Anfﬁm o>1, (€N (38)
Choosing ¢ from the equality
1. M
0=5m3w (39)

we obtain an estimate (28).
Now let us prove inequality (29). To do this, we find the partial derivative from the
integral formula (10) with respect to the variable (;, j=1,...,m —1:

OLo( 52f Ny s, + [ 2L 5g< iy ayds, +
(40)
+6ggo-h/ahgg“”wdmwm CeQ, j=1,....m
Here
o s -
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We estimate the following

oW (Q) S0.G) OL(n, ¢: )
‘ 3, ‘S/ o) / o,V mdsy <

W (<) Lo (n,C: \)) N
S' 8@ +D/3CJW(77)CZS77 ’ CEQ, ]—1,...,m.

Given inequality (27), we estimate the first integral of inequality (42).

8Ln§A l/PLnﬁA
a¢; a¢;

Lo(
<5/V9 ”CA‘@W CeQ, j=1,....m
ac;

"W ) dsy <

o(n,C A)

To do this, we estimate the integrals / ‘ ac,
J

/‘8\11 87<7m§ A)

Given equality (16), inequality (17) and equality (24), we obtain

ds; on a smooth surface 3.

/‘w e ‘d <K\ Qe g1, (e,
o¢;

i=1,2,...,m—1.

0V, (n, ¢ A)
OCm

Taking into account equality (16) and inequality (17), we obtain

Now, we estimate the integral / ’ ‘ dsy.

l/PWa?CA’d <K\ Qoket@=m) 551, (e

From (44)-(45), we obtain

[ EE )| < K, goksers o, ax 1 cen,
J
P

7=1,....,m.

The following is known

/3Lg?&UWWM%z§KQ£wMﬂNWm o>1 Cef
J
D

j=1....,m.

‘dsn, j=12,....m

(42)

(43)

—1) and

(45)

(47)
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Now taking into account (46)-(47), bearing in mind (42), we have

k
‘GW(C)‘ < KA Qo (6e%9+ M)e™m, g>1, Ceq,

G 2 (48)
j=1,....,m.
Choosing o from the equality (39), we obtain an estimate (29).
Theorem 4.1 is proved. O

Let W(n) € S(Q) and instead W(n) on ¥ with its approximation fs(n) are given,
respectively, with an error 0 < § < 1,

max |W(n) - fs(n)| < 6. (49)
We put
VMNOZ/%@mMﬁW%wCGQ (50)
>

Theorem 4.2. Let W(n) € S(Q) on the part of the plane ny, = 0 satisfy condition (11).
Then the following estimates is true

m &
q

(W () = Wos)(Q)] < KN Qo*M' ™ 0670, o>1, (eq (51)

oW () Wo)(C)
d¢; ¢

' < KO\ QOoMTE6T, o1, (eq,

(52)

j=1....,m.
Proof. From the integral formulas (10) and (50), we have

W(C) - Wa(é) (g) = /LU(Tla C; )\)W(U)dsn - /LU(na g; )\)fé(n)dsn =

o0 b

:/La(n, G )\)W<77)d377+/Lo(777C§/\)W(77)d3n_/La(naCS A)fs(n)ds, =
2 D

by

— [ Lo N W) = S sy + [ Lo GNW s,

b D

and

W)  IWo(Q) _ / 8L¢7(17,C;A)W(n)d&7 B / 9Ly (1, ¢ A)

7, o, o, oc;  dolmdsy =

_ [ 9Ls(n,G:N) OLo (1,65 A) [ 0Lo(n, G ) _
-/ S s, + Z e W s, E/ S s,

MW(TDCZS”, ] - 17"'7m'
G

_ / 9Ly (n, ¢ A)
a¢;
b

{W(n) — fs(n)}dsy +
/
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Using conditions (11) and (49), we estimate the following:
WQ) = WO = | [ Lo GiX) (W) = Fo(m)} dy | +
b
4| [ Latn. G OW sy < [ 1LaG0.GNI1W )~ St} ds+
D b
4 [ Lol N Wl dsy <5 [ 1L, GiN) sy +0 [ Lo G5 s,
D ¥ D
and
IW(Q)  OWy 5) /3L TZ,C A)
— dsy| +
(77()\ /’(M ?7,()\'
+ W(n dsy+
[ S 1w ) = St} s,
D
ALy ( ng‘A‘ /'8L ng-A)‘
W(n)|ds, <6 —— | dsp+
/ ‘ an ‘ ’ aCJ n
ALy (0, N) .
—|—M/‘ - ’ Sns =1,...,m
¢ m
Now, repeating the proof of Theorems 3.1 and 4.1, we obtain
K\ )" o Y
W) ~ Waie(©)] < FOOT 5670 1 apyeton,
oW (¢) Wa(a)(C)‘ KX Q" - .
- < ; 5e%9 4+ M)eo%m, =1,...,m.
oG A 2 ) ’
From here, choosing ¢ from equality (39), we have an estimates (51) and (52).
Theorem 4.2 is proved. O
Corollary 4.1. For each ¢ € (), the equalities are true
. . OWe5(Q) oW () .
%E%WO'((S)(C) _W(C)a %g% 8Cj - 8Cj y J —1,,’]7’L
— . . OW45)(C)
Corollary 4.2. If x € Q., then the families of functions {WU((;)(()} and —ac
J

converge uniformly for § — 0, i.e.:

OW,(5)(C) = AW (¢)
a¢; ¢

j=1,....,m.

Wos)(€) = W(C),
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5. CONCLUSION

In this paper, we have explicitly found a regularized solution to the ill-posed Cauchy
problem for matrix factorizations of the Helmholtz equation in a multidimensional bounded
domain. It is assumed that a solution to the problem exists and is continuously differ-
entiable in a closed domain with exactly given Cauchy data. For this case, an explicit
formula for the continuation of the solution is established, as well as a regularization for-
mula for the case when, under the indicated conditions, instead of the Cauchy data, their
continuous approximations with a given error in the uniform metric are given. We have
obtained a stability estimate for the solution of the Cauchy problem in the classical sense.

An estimate of the stability of the solution of the Cauchy problem in the classical sense
for matrix factorizations of the Helmholtz equation is given. The problem is considered in
which instead of the exact data of the Cauchy problem; their approximations with a given
deviation in the uniform metric are given and under the assumption that the solution of
the Cauchy problem is bounded on part D of the boundary of the domain {2; an explicit
regularization formula is obtained.

We note that when solving applied problems, one should find the approximate values
of W(¢{) and mgc(o, CeQ,j=1,...,m.

In this paper, Jvve construct a family of vector-functions W((, f5) = Wy s)(¢) and
OW(C, fs5) _ IWo(5)(C)

ac,  og

certain conditions and a special choice of the parameter 0 = o(d), at 6 — 0, the family
8‘/Va' § (C)
Wo(ﬁ)(() and ©)

¢
W
0 3 C(‘C) at a point ¢ € 2. Following A.N. Tikhonov (see [2]), a family of vector-valued func-
J

ow,
tions Wo(5)(¢) and 8(2-)(0
J
solution determines a stable method of approximate solution of the problem.
. W, (5)(C)
Thus, functionals Wy(5)(¢) and ————

¢
of problem (1)-(2).

=1,...,m depending on a parameter o, and prove that under

converges in the usual sense to a solution W (() and its derivative

is called a regularized solution of the problem. A regularized

determines the regularization of the solution
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