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ZWEIER IDEAL CONVERGENCE SEQUENCE SPACES DEFINED BY

ORLICZ FUNCTION ON NEUTROSOPHIC NORMED SPACES

R. ANTAL1∗, M. CHAWLA1, §

Abstract. The present article is introduced to study the concept of Zweier ideal con-
vergent sequence space which is characterised by Orlicz function on neutrosophic normed
spaces. Some important topological and algebraic properties of ideal convergent sequence
space have been analyzed using the Zweier transformation and Orlicz function. Also, we
have proved a few relations that are related to new sequence spaces.
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1. Introduction

Kostryko et al. [17] established the concept of ideal convergence (I-convergence) by
generalizing the idea on statistical convergence [4] of the sequences. Statistical convergence
can be seen as a special case of ideal convergence where the ideal is the set of all subsets
of N that have natural density zero. Ideal convergence inspired many researchers to do
work in different directions in recent years as it provides a broader framework to study
the convergence behaviour of sequences by leveraging the concept of ideals, allowing for
more flexible and generalized notions of convergence [1, 2, 3, 16, 18, 20, 21, 22, 28].

The concept of Zweier sequence spaces was defined by Şengönül [25] using Zp-transforms
(1 ≤ p < ∞) of a sequence under the matrix domain with limitation method. Zweier se-
quence spaces offer a rich structure for analyzing sequences, generalizing many properties
of classical sequence spaces while introducing a Hilbert space framework through their
specific norm. This makes them valuable in various areas of analysis like in approximation
theory for studying errors and convergence rates of sequences of approximating functions.
Later, Hazarika et al. [8] associated the work on Zweier sequence spaces with statisti-
cal convergence. Further, Khan et al. [11] described Zweier ideal convergence, and later
extended to different setups by many more [5, 6, 7, 9, 10, 12, 29, 30].

The Orlicz sequence spaces were given by Lindenstrauss and Tzafriri [19] as a remarkable
extension of Orlicz spaces, which has an important role in Banach space theory. An Orlicz
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sequence space must have a subspace that is isomorphic to space lp (1 ≤ p < ∞). Several
types of effective sequence spaces have been explored, modified and introduced by using
Orlicz functions by various researchers [6, 10, 31].

Kirişci and Şimşek [14] presented the idea of neutrosophic normed spaces as a notable
consideration of neutrosophic metric spaces [13]. Neutrosophic sets [26, 27] provide the
ideas to solve real-life situations, where indeterminacy occurs, powerful advancement of
the intuitionistic fuzzy sets, that established the concept for the classical sets, fuzzy sets,
vague sets etc., for non-standard analysis. As every element of the neutrosophic set has a
truth value, a false value and an indeterminacy value, which lies in the non-standard unit
interval. Consequently, because of this nature neutrosophic concept is a more adjustable
and efficient tool because of its ability to handle, not only the free components of infor-
mation but also partially independent and dependent information. Neutrosophic normed
spaces provide more robust and flexible approaches for analyzing and solving problems in
various mathematical and applied disciplines where uncertainty is a key factor. This leads
us to investigate the concept of Zweier ideal convergence on neutrosophic normed spaces
by the Orlicz function.

Before defining this concept in the main section firstly we will give some introductory
notions related to ideal convergence, Orlicz functions, Zweier sequence spaces and neutro-
sophic normed spaces.

2. Preliminaries

The essential terminology, definitions and few well-known notions are reviewed in this
section for developing our concept.

Definition 2.1. [17] A family I ⊆ P (S), where S ̸= ∅ and P (S) is a power set for the set
S, has been called an ideal on S provided, (i) ∅ ∈ I, (ii) R, S ∈ I then R ∪ S ∈ I, (iii) To
every R ∈ I, S ⊂ R then S ∈ I.

If I ̸= P (S), then I termed as non-trivial ideal and further any non-trivial ideal I has
been considered as an admissible ideal on S provided all the possibles singleton sets are
contained in I i.e I ⊃ {{x} : x ∈ S}. Consider I as non-trivial admissible ideal throughout
this article.

Definition 2.2. [17] A family F ⊂ P (S), where S ̸= ∅ and F ̸= ∅, has been called filter on S
provided, (i) ∅ /∈ F, (ii) R,S ∈ F then R∩S ∈ F, (iii) For each R ∈ F, R ⊂ S then S ∈ F.
Every ideal I is associated with a filter F(I), where F(I) = {A ⊆ S : Ac ∈ I} .

Definition 2.3. [17] Consider I as an admissible ideal. Any sequence x = {xk} from
S has been ideal convergent (I-convergent) to ξ from S provided for every ϵ > 0 have
{k ∈ N : |xk − ξ| ≥ ϵ} ∈ I. Here, ξ is termed as I-limit for a sequence x = {xk}.

Next, we mention about neutrosophic normed space using continuous t -norm and con-
tinuous t -conorm along with convergence of sequence in this space.

Definition 2.4. [24] A continuous t-norm is the mapping ⊕ : [0, 1] × [0, 1] → [0, 1] such
that
(i) ⊕ is continuous, associative, commutative and with identity 1,
(ii) a1 ⊕ b1 ≤ a2 ⊕ b2 whenever a1 ≤ a2 and b1 ≤ b2, for a1, a2, b1, b2 ∈ [0, 1].

Definition 2.5. [24] A continuous t-conorm is the mapping ⊙ : [0, 1]× [0, 1] → [0, 1] such
that
(i) ⊙ is continuous, associative, commutative and with identity 0,
(ii) a1 ⊙ b1 ≤ a2 ⊙ b2 whenever a1 ≤ a2 and b1 ≤ b2, for a1, a2, b1, b2 ∈ [0, 1].
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Definition 2.6. [14] A neutrosophic normed space(NNS) is 4-tuple (S,ℵ,⊕,⊙) with vector
space S, normed space ℵ = {< τ(a), υ(a), η(a) > : a ∈ S} such that ℵ : S × R+ → [0, 1],
continuous t-norm ⊕ and continuous t-conorm ⊙, if for each x, y ∈ S and s, t > 0,
satisfying
(i) 0 ≤ τ(x, t), υ(x, t), η(x, t) ≤ 1,
(ii) τ(x, t) + υ(x, t) + η(x, t) ≤ 3,
(iii) τ(x, t) = 1, υ(x, t) = 0 and η(x, t) = 0 for t > 0 iff x = 0,
(iv) τ(x, t) = 0, υ(x, t) = 1 and η(x, t) = 1 for t ≤ 0,

(v) τ(αx, t) = τ
(
x, t

|α|

)
, υ(αx, t) = υ

(
x, t

|α|

)
and η(αx, t) = η

(
x, t

|α|

)
for α ̸= 0,

(vi) τ(x, .) is continuous non-decreasing function,
(vii) τ(x, s)⊕ τ(y, t) ≤ τ(x+ y, s+ t),
(viii) υ(x, .) is continuous non-increasing function,
(ix) υ(x, s)⊙ υ(y, t) ≥ υ(x+ y, s+ t),
(x) η(x, .) is continuous non-increasing function,
(xi) η(x, s)⊙ η(y, t) ≥ η(x+ y, s+ t),
(xii) lim

t→∞
τ(x, t) = 1, lim

t→∞
υ(x, t) = 0 and lim

t→∞
η(x, t) = 0.

Here, (τ, υ, η) is considered as neutrosophic norm.

Example 2.1. [14] Consider (S, ∥ . ∥) as a normed space. If for each t > 0 and all x ∈ S,
we take
(i) τ(x, t) = t

t+∥x∥ , υ(x, t) = ∥x∥
t+∥x∥ and η(x, t) = ∥x∥

t when t > ∥x∥,
(ii) τ(x, t) = 0, υ(x, t) = 1 and η(x, t) = 1 when t ≤ ∥x∥.
Also, a1 ⊕ a2 = a1a2 and a1 ⊙ a2 = a1 + a2(1− a1) for a1, a2 ∈ [0, 1].
Then, a 4-tuple (S,ℵ,⊕,⊙) is a NNS which satisfies above mentioned conditions.

Further, Kirişci and Şimşek [14] have established the overview of convergence for se-
quences on NNS as given below.

Definition 2.7. [14] Let (S,ℵ,⊕,⊙) be a NNS with neutrosophic norm (τ, υ, η). Sequence
x = {xk} from S has been convergent to ξ ∈ S corresponding to neutrosophic norm (τ, υ, η)
provided for ϵ > 0 and t > 0 we can find k0 ∈ N satisfying τ(xk−ξ, t) > 1−ϵ, υ(xk−ξ, t) < ϵ
and η(xk − ξ, t) < ϵ for k ≥ k0. It is represented symbolically by (τ, υ, η)- lim

k→∞
xk = ξ or

xk
(τ,υ,η)−−−−→ ξ.

Further overview of ideal convergence was given by Kişi[15]

Definition 2.8. [15] Let (S,ℵ,⊕,⊙) be a NNS with neutrosophic norm (τ, υ, η) and I
is an admissible ideal. A sequence x = {xk} from S has been ideal convergent to ξ ∈ S
corresponding to neutrosophic norm (τ, υ, η) provided for every ϵ > 0 and t > 0 satisfying

{k ∈ N : τ(xk − ξ, t) ≤ 1− ϵ, υ(xk − ξ, t) ≥ ϵ or η(xk − ξ, t) ≥ ϵ} ∈ I.

It is represented symbolically by I(τ,υ,η)- lim
k→∞

xk = ξ or xk
I(τ,υ,η)−−−−→ ξ.

Definition 2.9. [23] A mapping M : [0,∞) → [0,∞) is called an Orlicz function pro-
vided M is non-decreasing, continuous, and convex function satisfying (i) M(0) = 0, (ii)
M(x) > 0 for x > 0, and (iii) M(x) → ∞ as x → ∞.

If we use inequality M(x + y) ≤ M(x) + M(y) in place of convexity for function M
then, M is said to be a modulus function.

An Orlicz function M holds △2-condition, if we can get some constant Q > 0, satisfying
M(Ls) ≤ QLM(s), for some s > 0 and L > 1.
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Definition 2.10. [19] The sequence space lM using Orlicz function M is given by

lM =

{
{xk} ∈ w :

∞∑
k=1

M

(
|xk|
µ

)
< ∞, where µ > 0

}
is reduced to Banach space using following norm, named as Orlicz sequence space.

∥{xk}∥ = inf

{
µ > 0 :

∞∑
k=1

M

(
|xk|
µ

)
≤ 1

}
.

The properties of lM space have a close association with lp space for M(x) = xp, where
1 ≤ p < ∞.

Definition 2.11. [25] Zweier sequence spaces for single sequences were defined considering
the sequence y = {yk}, which is obtained by Zp-transformation on any sequence x = {xk}
i.e yk = pxk + (1− p)xk−1 and y−1 = 0, 1 < p < ∞. The transformation Zp represents a
matrix Zp = {zjk}, where

zjk =

 p j = k
1− p j − 1 = k
0 otherwise

With Zp-transformation the Z and Z0 Zweier sequence spaces are given by

Z = {{xk} ∈ w : Zpx ∈ c, x = {xk}} ,

Z0 = {{xk} ∈ w : Zpx ∈ c0, x = {xk}}.

3. Main Results

This section endeavor to define Zweier ideal convergence on a NNS (S,ℵ,⊕,⊙) and
establishing some of its important properties. First, we present Zweier ideal convergent
sequence spaces ZI−NNS

(τ,υ,η) (M) and ZI−NNS
0(τ,υ,η) (M), which are defined using Orlicz function

M as given below:

ZI−NNS
(τ,υ,η) (M) =


{xk} ∈ w :



k ∈ N :M

(
τ(xk − L, t)

µ

)
≤ 1− ϵ,

or M

(
υ(xk − L, t)

µ

)
≥ ϵ,

M

(
η(xk − L, t)

µ

)
≥ ϵ, for some µ>0 andL


∈I


,

ZI−NNS
0(τ,υ,η) (M) =

{xk} ∈ w :


k ∈ N :M

(
τ(xk, t)

µ

)
≤ 1− ϵ, or M

(
υ(xk, t)

µ

)
≥ϵ,

M

(
η(xk, t)

µ

)
≥ ϵ, for some µ > 0 and L

∈ I

.

The following results are established on ZI−NNS
(τ,υ,η) (M) and ZI−NNS

0(τ,υ,η) (M) sequence spaces.

Theorem 3.1. Let (S,ℵ,⊕,⊙) be a NNS with neutrosophic norm (τ, υ, η) and I be an

admissible ideal. Then spaces ZI−NNS
(τ,υ,η) (M) and ZI−NNS

0(τ,υ,η) (M) are linear spaces.
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Proof. First we establish result for space ZI−NNS
(τ,υ,η) (M) and then for ZI−NNS

0(τ,υ,η) (M) result

can be easily available. Let α and β be scalars. Take x = {xk} and y = {yk} sequences

from ZI−NNS
(τ,υ,η) (M). For given ϵ > 0 and t > 0 we have A1, A2 ∈ I, where

A1 =


k ∈ N :M

(
τ(xk − ξ1,

t
2|α|)

µ1

)
≤ 1− ϵ, or M

(
υ(xk − ξ1,

t
2|α|)

µ1

)
≥ ϵ,

M

(
η(xk − ξ1,

t
2|α|)

µ1

)
≥ ϵ, for some µ1 > 0

 ,

A2 =


k ∈ N :M

(
τ(xk − ξ2,

t
2|β|)

µ2

)
≤ 1− ϵ, or M

(
υ(xk − ξ2,

t
2|β|)

µ2

)
≥ ϵ,

M

(
η(xk − ξ2,

t
2|β|)

µ2

)
≥ ϵ, for some µ2 > 0

 .

Therefore, Ac
1, A

c
2 ∈ F(I). Take A3 = A1 ∪ A2 so that A3 ∈ I. Consequently, A3 ̸= ∅ in

F(I). For given ϵ > 0 choose λ > 0 with (1− ϵ)⊕ (1− ϵ) > 1− λ and ϵ⊙ ϵ < λ. Now for
µ3 = max{ 2 |α|µ1, 2 |β|µ2 } we will show that

Ac
3 ⊂ {k ∈ N :M

(
τ(αxk + βyk − (αξ1 + βξ2), t)

µ3

)
> 1− λ, or

M

(
υ(αxk + βyk − (αξ1 + βξ2), t)

µ3

)
< λ,

M

(
η(αxk + βyk − (αξ1 + βξ2), t)

µ3

)
< λ} ∈ I.

Let m ∈ Ac
3

M

(
τ(xm − ξ1,

t
2|α|)

µ3

)
> 1− ϵ, or M

(
υ(xm − ξ1,

t
2|α|)

µ3

)
< ϵ,M

(
η(xm − ξ1,

t
2|α|)

µ3

)
< ϵ,

and

M

(
τ(ym − ξ2,

t
2|β|)

µ3

)
> 1− ϵ, or M

(
υ(ym − ξ2,

t
2|β|)

µ3

)
< ϵ,M

(
η(ym − ξ2,

t
2|β|)

µ3

)
< ϵ.

Now, we have

M

(
τ (αxk + βyk − (αξ1 + βξ2), t)

µ3

)
≥ M

(
τ
(
αxm − αξ1,

t
2

)
µ3

)
⊕M

(
τ
(
βym − βξ2,

t
2

)
µ3

)

= M

τ
(
xm − ξ1,

t
2|α|

)
µ3

⊕M

τ
(
ym − ξ2,

t
2|β|

)
µ3


> (1− ϵ)⊕ (1− ϵ)

> 1− λ,
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M

(
υ(αxk + βyk − (αξ1 + βξ2), t)

µ3

)
≤ M

(
υ
(
αxm − αξ1,

t
2

)
µ3

)
⊙M

(
υ
(
βym − βξ2,

t
2

)
µ3

)

= M

υ
(
xm − ξ1,

t
2|α|

)
µ3

⊙M

υ
(
ym − ξ2,

t
2|β|

)
µ3


< ϵ⊙ ϵ

< λ,

and

M

(
η(αxk + βyk − (αξ1 + βξ2), t)

µ3

)
≤ M

(
η
(
αxm − αξ1,

t
2

)
µ3

)
⊙M

(
η
(
βym − βξ2,

t
2

)
µ3

)

= M

η
(
xm − ξ1,

t
2|α|

)
µ3

⊙M

η
(
ym − ξ2,

t
2|β|

)
µ3


< ϵ⊙ ϵ

< λ.

This implies that

Ac
3 ⊂ {k ∈ N :M

(
τ(αxk + βyk − (αξ1 + βξ2), t)

µ3

)
> 1− λ, or

M

(
υ(αxk + βyk − (αξ1 + βξ2), t)

µ3

)
< λ,

M

(
η(αxk + βyk − (αξ1 + βξ2), t)

µ3

)
< λ} ∈ I.

Hence, ZI−NNS
(τ,υ,η) (M) proved to be a linear space. □

Theorem 3.2. Let (S,ℵ,⊕,⊙) be a NNS with neutrosophic norm (τ, υ, η) and I be an
admissible ideal. Then, every open ball Bx(r, t)(M) at centre x with radius r corresponding

to t is an open set in a ZI−NNS
(τ,υ,η) (M).

Proof. Consider y′ ∈ Bc
x(r, t)(M),

Bx(r, t)(M) =

y ∈ S :


k ∈N :M

(
τ(y − x, t)

µ

)
≤ 1− r, orM

(
υ(y − x, t)

µ

)
≥ r,

M

(
η(y − x, t)

µ

)
≥ r

∈I

.

Then

M

(
τ(y′ − x, t)

µ

)
> 1− r,M

(
υ(y′ − x, t)

µ

)
< r and M

(
η(y′ − x, t)

µ

)
< r.

Also, there exists t0 ∈ (0, 1)

M

(
τ(y′ − x, t0)

µ

)
> 1− r,M

(
υ(y′ − x, t0)

µ

)
< r and M

(
η(y′ − x, t0)

µ

)
< r.

Choose r0 = M
(
τ(y′−x,t0)

µ

)
so that r0 > 1− r .

Further, we can get r′ ∈ (0, 1) with r0 > 1− r′ > 1− r.
In-case r0 > 1−r′ we can get r1, r2 ∈ (0, 1) with r0⊕r1 > 1−r′ and (1−r0)⊙ (1−r1)≤r′.
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Take r3 = max{ r1, r2} and consider a ball Bc
y′(1− r0, t− t0)(M).

For result we try to obtain Bc
y′(1− r3, t− t0)(M) ⊂ Bc

x(r, t)(M).

Consider z ∈ Bc
y′(1− r3, t− t0)(M). Then

M

(
τ(z − y′, t− t0)

µ

)
>r3,M

(
υ(z − y′, t− t0)

µ

)
<1−r3 and M

(
η(z − y′, t− t0)

µ

)
<1−r3.

M

(
τ(z − x, t)

µ

)
≥ M

(
τ(y′ − x, t0)

µ

)
⊕M

(
τ(z − y′, t− t0)

µ

)
≥ r0 ⊕ r3

≥ r0 ⊕ r1

> 1− r′

> 1− r,

M

(
υ(z − x, t)

µ

)
≤ M

(
υ(y′ − x, t0)

µ

)
⊙M

(
υ(z − y′, t− t0)

µ

)
≤ (1− r0)⊙ (1− r3)

≤ 1− r0 ⊙ 1− r2

< r′

< r,

and

M

(
η(z − x, t)

µ

)
≤ M

(
η(y′ − x, t0)

µ

)
⊙M

(
η(z − y′, t− t0)

µ

)
≤ (1− r0)⊙ (1− r3)

≤ 1− r0 ⊙ 1− r2

< r′

< r.

Hence, z ∈ Bc
x(r, t)(M). Thus, Bc

y′(1− r3, t− t0)(M) ⊂ Bc
x(r, t)(M). □

Definition 3.1. Let (S,ℵ,⊕,⊙) be a NNS with neutrosophic norm (τ, υ, η). Define

τ(τ,υ,η) = {A ⊂ ZI−NNS
(τ,υ,η) (M) : ∀x ∈ A ∃ t > 0 and r ∈ (0, 1) s.t. Bc

x(r, t)(M) ⊂ A}

which is topology on ZI−NNS
(τ,υ,η) (M).

Theorem 3.3. Let (S,ℵ,⊕,⊙) be a NNS with neutrosophic norm (τ, υ, η) and I be an

admissible ideal. Then topology τ(τ,υ,η) on ZI−NNS
(τ,υ,η) (M) is first countable.

Proof. Consider set {Bx

(
1
n ,

1
n

)
(M) : n = 1, 2, 3 . . . }, which is a local base at x. Hence,

topology τ(τ,υ,η) on ZI−NNS
(τ,υ,η) (M) becomes first countable. □

Theorem 3.4. ZI−NNS
(τ,υ,η) (M) and ZI−NNS

0(τ,υ,η) (M) are Hausdorff spaces.

Proof. First we establish our result for ZI−NNS
(τ,υ,η) (M) and then extend to ZI−NNS

0(τ,υ,η) (M) as

a particular case.

Take x, y ∈ ZI−NNS
(τ,υ,η) (M); x ̸= y. Then 0 < M

(
τ(x−y,t)

µ

)
< 1, 0 < M

(
υ(x−y,t)

µ

)
< 1 and

0 < M
(
η(x−y,t)

µ

)
< 1.
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Put r1 = M
(
τ(x−y,t)

µ

)
, r2 = M

(
υ(x−y,t)

µ

)
and r3 = M

(
η(x−y,t)

µ

)
.

Further, we choose r = max{r1, 1− r2, 1− r3}. For r0 ∈ (0, 1) there exists r4 and r5 along
r4 ⊕ r5 ≥ r0 and (1− r4)⊙ (1− r5) ≤ 1− r0.
Take r6 = max{r4, r5} and consider Bx(1− r6, t/2)(M) and By(1− r6, t/2)(M).
Clearly, Bx(1− r6, t/2)(M) ∩By(1− r6, t/2)(M) ̸= ∅.
For z ∈ Bx(1− r6, t/2)(M) ∩By(1− r6, t/2)(M) we have

r1 = M

(
τ(x− y, t)

µ

)
≥ M

(
τ(z − x, t/2)

µ

)
⊕M

(
τ(z − y, t/2)

µ

)
≥ r6 ⊕ r6

≥ r4 ⊕ r5

≥ r0

> r,

r2 = M

(
υ(x− y, t)

µ

)
≤ M

(
υ(z − x, t/2)

µ

)
⊙M

(
υ(z − y, t/2)

µ

)
≤ (1− r6)⊙ (1− r6)

≤ (1− r4)⊙ (1− r5)

≤ 1− r0

< r,

and

r3 = M

(
η(x− y, t)

µ

)
≤ M

(
η(z − x, t/2)

µ

)
⊙M

(
η(z − y, t/2)

µ

)
≤ (1− r6)⊙ (1− r6)

≤ (1− r4)⊙ (1− r5)

≤ 1− r0

< r.

Which leads to a contradiction. This provides, ZI−NNS
(τ,υ,η) (M) is Hausdorff space. □

Theorem 3.5. Let ZI−NNS
(τ,υ,η) (M) be a NNS and τ(τ,υ,η) be topology on ZI−NNS

(τ,υ,η) (M). Then

sequence x = {xk} from ZI−NNS
(τ,υ,η) (M) converges to ξ iff M

(
τ(xk−ξ,t)

µ

)
→1, M

(
υ(xk−ξ,t)

µ

)
→

0 and M
(
η(xk−ξ,t)

µ

)
→0 as k → ∞.

Proof. Suppose sequence x = {xk} converges to ξ. Then we get n0 ∈ N for some r ∈ (0, 1),
which gives {xk} ∈ Bξ(r, t)(M) for k ≥ n0.

A(r, t)(M) =


k ∈ N :M

(
τ(xk − ξ, t)

µ

)
≤ 1− r, or M

(
υ(xk − ξ, t)

µ

)
≥ r,

M

(
η(xk − ξ, t)

µ

)
≥ r, for some µ > 0

 .

such that A(r, t)(M) ∈ I i.e Ac(r, t)(M) ∈ F(I).
Then we have M

(
τ(xk−ξ,t)

µ

)
> 1− r, M

(
υ(xk−ξ,t)

µ

)
< r and M

(
η(xk−ξ,t)

µ

)
< r,

i.e M
(
τ(xk−ξ,t)

µ

)
→ 1, M

(
υ(xk−ξ,t)

µ

)
→ 0 and M

(
η(xk−ξ,t)

µ

)
→ 0 as k → ∞.
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Conversely, if for every t > 0 we obtain M
(
τ(xk−ξ,t)

µ

)
→ 1, M

(
υ(xk−ξ,t)

µ

)
→ 0 and

M
(
η(xk−ξ,t)

µ

)
→ 0 as k → ∞. Consequently, for r ∈ (0, 1) we get n0 ∈ N satisfying

M
(
τ(xk−ξ,t)

µ

)
> 1− r, M

(
υ(xk−ξ,t)

µ

)
< r and M

(
τ(xk−ξ,t)

µ

)
< r for k ≥ n0.

Therefore, xk ∈ Bc
ξ(r, t)(M) for k ≥ n0, and consequently, sequence x = {xk} converges

to ξ. □

Theorem 3.6. Sequence x = {xk} from ZI−NNS
(τ,υ,η) (M) is I-convergent to ξ iff for each

ϵ > 0 and t > 0 there exists k0(x, ϵ, t) with
k0 ∈ N :M

(
τ(xk0 − ξ, t)

µ

)
> 1− ϵ, and M

(
υ(xk0 − ξ, t)

µ

)
< ϵ,

M

(
η(xk0 − ξ, t)

µ

)
< ϵ, for some µ > 0

 ∈ F(I).

Proof. Let I(τ,υ,η)- lim
k→∞

xk = ξ. For given ϵ > 0 choose λ > 0 with (1− ϵ)⊕ (1− ϵ) > 1−λ

and ϵ⊙ ϵ < λ. Then for x = {xk} from ZI−NNS
(τ,υ,η) (M), define

A(ϵ, t)(M) =


k ∈ N :M

(
τ(xk − ξ, t

2)

µ

)
≤ 1− ϵ, or M

(
υ(xk − ξ, t

2)

µ

)
≥ ϵ,

M

(
η(xk − ξ, t

2)

µ

)
≥ ϵ, for some µ > 0

 ,

such that A(ϵ, t)(M) ∈ I which implies Ac(ϵ, t)(M) ∈ F(I), where

Ac(ϵ, t)(M) =


k ∈ N :M

(
τ(xk − ξ, t

2)

µ

)
> 1− ϵ, and M

(
υ(xk − ξ, t

2)

µ

)
< ϵ,

M

(
η(xk − ξ, t

2)

µ

)
< ϵ, for some µ > 0

 .

Conversely, choose k0 ∈ Ac(ϵ, t)(M). Then M
(
τ(xk0

−ξ, t
2
)

µ

)
> 1 − ϵ, M

(
υ(xk0

−ξ, t
2
)

µ

)
< ϵ

and M
(
η(xk0

−ξ, t
2
)

µ

)
< ϵ.

Now we want to show that a number k0 exists provided
k ∈ N :M

(
τ(xk − xk0 , t)

µ

)
≤ 1− λ, or M

(
υ(xk − xk0 , t)

µ

)
≥ λ,

M

(
η(xk − xk0 , t)

µ

)
≥ λ, for some µ > 0

 ∈ I.

Hence, we define for each x = {xk} ∈ ZI−NNS
(τ,υ,η) (M)

B(λ, t)(M) =


k ∈ N :M

(
τ(xk − xk0 , t)

µ

)
≤ 1− λ, or M

(
υ(xk − xk0 , t)

µ

)
≥ λ,

M

(
η(xk − xk0 , t)

µ

)
≥ λ, for some µ > 0

 .

Now we want to get B(λ, t)(M) ⊂ A(ϵ, t)(M). Consider B(λ, t)(M) ⊂ Ac(ϵ, t)(M). This

provides m ∈ B(λ, t)(M) but x /∈ A(ϵ, t)(M) which gives M
(
τ(xm−xk0

,t)

µ

)
< 1 − λ, and
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M
(
τ(xm−ξ, t

2
)

µ

)
> 1− ϵ.

Therefore,

1− λ ≥ M

(
τ(xm − xk0 , t)

µ

)
≥ M

(
τ(xm − ξ, t

2)

µ

)
⊕M

(
τ(xk0 − ξ, t

2)

µ

)
≥ (1− ϵ)⊕ (1− ϵ) > 1− λ

which fails to exist.

Also M
(
υ(xm−xk0

,t)

µ

)
≥ λ, and M

(
υ(xm−ξ, t

2
)

µ

)
< ϵ.

λ ≤ M

(
υ(xm − xk0 , t)

µ

)
≤ M

(
υ(xm − ξ, t

2)

µ

)
⊙M

(
υ(xk0 − ξ, t

2)

µ

)
≤ ϵ⊙ ϵ < λ

which fails to exist.

Further M
(
η(xm−xk0

,t)

µ

)
< 1− λ, and M

(
τ(xm−ξ, t

2
)

µ

)
> 1− ϵ.

λ ≤ M

(
η(xm − xk0 , t)

µ

)
≤ M

(
η(xm − ξ, t

2)

µ

)
⊙M

(
η(xk0 − ξ, t

2)

µ

)
≤ ϵ⊙ ϵ < λ

which fails to exist.
Hence, B(λ, t)(M) ⊂ A(ϵ, t)(M). Therefore, B(λ, t)(M) ∈ I as A(ϵ, t)(M) ∈ I. □

4. Conclusions

The above article presents the sequence space on Zweier ideal convergence defined by
Orlicz function on neutrosophic normed spaces. The various topological properties related
Zweier ideal convergent sequence spaces ZI−NNS

(τ,υ,η) (M) and ZI−NNS
0(τ,υ,η) (M) has been discussed.
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