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#### Abstract

This paper presents a study on Jordan maps over matrix rings with some functional equations related to additive maps on these rings. We first show that every Jordan left (right) centralizer over a matrix ring is a left (right) centralizer. Moreover, every two-sided centralizer over the matrix ring is of a particular form. Further, we prove that any additive map satisfying functional equations over matrix rings becomes a two-sided centralizer. Finally, we conclude our work with some results on the Jordan left $\star$ - centralizer over matrix rings and establish some results on functional equations that arise for the $\star$-centralizer.
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## 1. Introduction

Throughout, $R$ represents an associative ring and $Z(R)$ is its centre. Recall that a ring $R$ is said to be prime if $x R y=0$ for some $x, y \in R$ implies either $x=0$ or $y=0$ and semiprime if $x R x=0$ for some $x \in R$ implies $x=0$. The ring $R$ is called $n$-torsion free if there exists $x \in R$ such that $n x=0$ implies $x=0$, where $n \geq 2$ is an integer. A map $T: R \rightarrow R$ is said to be a left (right) centralizer if $T(x+y)=T(x)+T(y)$ and $T(x y)=T(x) y(T(x y)=x T(y))$, for all $x, y \in R$. It is well known that if $R$ has an identity element $1 \neq 0$ and $T: R \rightarrow R$ is a left (right) centralizer, then $T(x)=T(1) x(T(x)=x T(1))$, for all $x \in R$. The map $T$ is two-sided centralizer if it is additive and $T(x y)=T(x) y=x T(y)$, for all $x, y \in R$. Also, the map $T: R \rightarrow R$ is said to be a Jordan left (right) centralizer if it is additive and $T\left(x^{2}\right)=T(x) x$ $\left(T\left(x^{2}\right)=x T(x)\right)$, for all $x \in R$.

[^0]We can easily see that every left centralizer over a ring is a Jordan left centralizer, but the converse need not be valid (Example 2.1). In 1952, Wendel [17], introduced left centralizer over complex group algebra. After that, Johnson [10] formally introduced left (right) centralizer over an associative semi-group in 1964. Jordan left centralizer over some rings to be the left centralizer was seen in the past few years by researchers. Interestingly, every left centralizer over a ring is a Jordan left centralizer, but the converse need not be true. Later, in 1992, Brešar and Zalar [6] proved any Jordan left (right) centralizer over prime rings of characteristic not equal to two is a left (right) centralizer. Also, Zalar proved the same result for semiprime rings [18]. Motivated by the above result of Zalar, we show every Jordan left (right) centralizer over any matrix ring is a left (right) centralizer. The importance of the work is that many matrix rings are not semiprime rings. Further, [5, Theorem 2.3.2] motivates to prove that every two-sided centralizer over matrix ring is of a particular form. In 2008 and 2010, Vukman [15, 16], introduced ( $m, n$ )-Jordan derivation and $(m, n)$-Jordan centralizer, respectively. Few more works on $(m, n)$-Jordan derivation and $(m, n)$-Jordan centralizer are available in $[8,3,9]$. On the other hand, in 1999, Vukman [11] proved that any additive map $T$ over 2 -torsion-free semiprime ring $R$ with the condition $2 T\left(x^{2}\right)=T(x) x+x T(x)$ for all $x \in R$, becomes a two-sided centralizer. Under the same condition, we prove the result for the matrix ring over any 2 -torsion free ring. In 2001, Vukman [12] proved that an additive map $T$ on a 2 -torsion free semiprime ring $R$ with $T(x y x)=x T(y) x$, for all $x, y \in R$, becomes a two-sided centralizer. We prove the same result for matrix ring $M_{r}(R)(r \geq 2$ is an integer) over an arbitrary ring $R$. Again, in 2003, Vukman and Ulbl [13] proved that an additive map $T$ on a 2 -torsion free semiprime ring $R$ with $2 T(x y x)=T(x) y x+x y T(x)$, for all $x, y \in R$, becomes a two-sided centralizer. We prove the result for matrix ring $M_{r}(R)$ over the ring $R$. In the same year, Vukman and Ulbl [14] proved that an additive map $T$ on a 2 -torsion free semiprime ring $R$ with $3 T(x y x)=T(x) y x+x T(y) x+x y T(x)$, for all $x, y \in R$, becomes a two-sided centralizer. We prove the result for matrix ring $M_{r}(R)$ over 2 -torsion free ring $R$. Note that the result is not true for 2 -torsion rings.

An involution $\star$ over a ring $R$ is an additive map satisfying $(x y)^{\star}=y^{\star} x^{\star}$ and $\left(x^{\star}\right)^{\star}=x$, for all $x, y \in R$. Also, an additive map $T: R \rightarrow R$ is a left (right) $\star$ - centralizer if $T(x y)=T(x) y^{\star}\left(T(x y)=x^{\star} T(y)\right)$, for all $x, y \in R$. An additive map $T: R \rightarrow R$ is said to be a $\star$ - centralizer if $T(x y)=T(x) y^{\star}=x^{\star} T(y)$, for all $x, y \in R$. An additive map $T: R \rightarrow R$ is said to be a Jordan left (right) $\star$ - centralizer if $T\left(x^{2}\right)=T(x) x^{\star}$ $\left(T\left(x^{2}\right)=x^{\star} T(x)\right)$, for all $x \in R$. An additive map $T: R \rightarrow R$ is said to be a reverse left (right) *- centralizer if $T(x y)=T(y) x^{\star}\left(T(x y)=y^{\star} T(x)\right)$, for all $x, y \in R$. An additive map $T: R \rightarrow R$ is a reverse $\star$-centralizer if $T(x y)=T(y) x^{\star}=y^{\star} T(x)$, for all $x, y \in R$. In 2013, Ali et al. [4] proved that every Jordan left $\star$-centralizer on a semiprime ring with involution $\star$ and of characteristic different from two is a reverse left $\star$-centralizer. We prove some results based on the Jordan left $\star$-centralizer over matrix rings and some function equations arising from $\star$-centralizer.

## 2. Jordan centralizers over matrix rings

Let $R$ be a ring with unity $1 \neq 0, M_{r}(R), r \geq 2$ be the ring of $r \times r$ matrices over $R$ and $e_{i j}$ be the $r \times r$ matrix with 1 at $(i, j)$-th place and 0 elsewhere. We know that every left centralizer is a Jordan left centralizer, but the converse is invalid. Towards this, we have the following example.

Example 2.1. Let $\mathbb{R}$ be the field of real numbers and $S=M_{n}(\mathbb{R})$. Then $F=S \times S \times S$ is a ring under componentwise addition and for any $\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right) \in F$, multiplication is defined by

$$
\left(x_{1}, y_{1}, z_{1}\right) \cdot\left(x_{2}, y_{2}, z_{2}\right)=\left(0,0, x_{1} y_{2}-x_{2} y_{1}\right)
$$

Note that $X^{2}=0$ for all $X \in F$. Let $P=(1,0,0)$ and $Q=(0,1,0)$. Then $P Q=(0,0,1)$.
Suppose $R^{\prime}=\left\{\left.\left(\begin{array}{ccc}0 & A & B \\ 0 & 0 & A \\ 0 & 0 & 0\end{array}\right) \right\rvert\, A, B \in F\right\}$ and define $T: R^{\prime} \rightarrow R^{\prime}$ by

$$
T\left(\begin{array}{ccc}
0 & A & B \\
0 & 0 & A \\
0 & 0 & 0
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & B \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

It can be easily proved that $T$ is a Jordan left centralizer. Now, consider

$$
\tilde{A}=\left(\begin{array}{lll}
0 & P & 0 \\
0 & 0 & P \\
0 & 0 & 0
\end{array}\right) \text { and } \tilde{B}=\left(\begin{array}{ccc}
0 & Q & 0 \\
0 & 0 & Q \\
0 & 0 & 0
\end{array}\right)
$$

Then $T(\tilde{A} \tilde{B}) \neq T(\tilde{A}) \tilde{B}$. Hence, $T$ is not a left centralizer.
Proposition 2.1. If $R$ is a ring and $T: R \rightarrow R$ is a Jordan left centralizer, then $T(x y+$ $y x)=T(x) y+T(y) x$ for all $x, y \in R$.
Proof. Substituting $x+y$ for $x$ in $T\left(x^{2}\right)=T(x) x$, we get the result.
We frequently use this proposition in the proof of Theorem 2.1.
Theorem 2.1. Let $R$ be a ring. Then every Jordan left (right) centralizer $T: M_{r}(R) \rightarrow$ $M_{r}(R)$ is a left (right) centralizer.

Proof. Let $T$ be a Jordan left centralizer on $M_{r}(R)$ and for all $i, j \in\{1,2, \ldots, r\}$,

$$
\begin{equation*}
T\left(e_{i j}\right)=\sum_{k=1}^{r} \sum_{l=1}^{r} a_{k l}^{(i j)} e_{k l}, \text { for } a_{k l}^{(i j)} \in R \tag{1}
\end{equation*}
$$

Since $e_{i i}^{2}=e_{i i}$ and $T$ is a Jordan left centralizer on $M_{r}(R)$, we have

$$
\begin{equation*}
T\left(e_{i i}\right)=\sum_{k=1}^{r} a_{k i}^{(i i)} e_{k i}, \text { for all } i \in\{1,2, \ldots, r\} \tag{2}
\end{equation*}
$$

Also, $e_{i j}=e_{i i} e_{i j}+e_{i j} e_{i i}$, for $i \neq j$. Therefore,

$$
\begin{equation*}
T\left(e_{i j}\right)=\sum_{k=1}^{r} a_{k i}^{(i i)} e_{k j}+\sum_{k=1}^{r} a_{k i}^{(i j)} e_{k j} \tag{3}
\end{equation*}
$$

Again, we have $e_{i j}=e_{i j} e_{j j}+e_{j j} e_{i j}$. Hence, by applying (2) and (3), we have

$$
\begin{equation*}
T\left(e_{i j}\right)=\sum_{k=1}^{r} a_{k i}^{(i i)} e_{k j} \tag{4}
\end{equation*}
$$

Now, let $s \in R$ and for all $i, j \in\{1,2, \ldots, r\}$,

$$
\begin{equation*}
T\left(s e_{i j}\right)=\sum_{k=1}^{r} \sum_{l=1}^{r} a_{k l}^{s(i j)} e_{k l}, \text { for } a_{k l}^{s(i j)} \in R \tag{5}
\end{equation*}
$$

We know $s e_{i j}=\left(s e_{i j}\right) e_{j j}+e_{j j}\left(s e_{i j}\right)$, for $i \neq j$. Since, $T$ is a Jordan left centralizer on $M_{r}(R)$, applying (2) and (5),

$$
\begin{equation*}
T\left(s e_{i j}\right)=\sum_{k=1}^{r} a_{k j}^{s(i j)} e_{k j} . \tag{6}
\end{equation*}
$$

Similarly, by $s e_{i j}=e_{i i}\left(s e_{i j}\right)+\left(s e_{i j}\right) e_{i i}$, (2) and (6), we have

$$
\begin{equation*}
T\left(s e_{i j}\right)=\sum_{k=1}^{r} a_{k i}^{(i i)} s e_{k j} . \tag{7}
\end{equation*}
$$

Now, $2 s e_{i i}=e_{i i}\left(s e_{i i}\right)+\left(s e_{i i}\right) e_{i i}$, so by (2) and (5), we have

$$
\begin{equation*}
2 T\left(s e_{i i}\right)=T\left(e_{i i}\right)\left(s e_{i i}\right)+T\left(s e_{i i}\right) e_{i i} \Longrightarrow a_{k i}^{s(i i)}=a_{k i}^{(i i)} s, \text { for all } k=1,2, \ldots, r . \tag{8}
\end{equation*}
$$

For all $i \neq j,\left(s e_{i i}\right)\left(e_{j j}\right)+\left(e_{j j}\right)\left(s e_{i i}\right)=0$, by (2), we have

$$
\begin{equation*}
0=T\left(s e_{i i}\right) e_{j j}+T\left(e_{j j}\right) s e_{i i} \Longrightarrow a_{k j}^{s(i i)}=0, \text { for all } k=1,2, \ldots, r . \tag{9}
\end{equation*}
$$

From (8) and (9),

$$
\begin{equation*}
T\left(s e_{i i}\right)=\sum_{k=1}^{r} a_{k i}^{(i i)} s e_{k i} \tag{10}
\end{equation*}
$$

By the relation (2), (4), (7) and (10), we have $T\left(s e_{i j}\right)=T\left(e_{i j}\right) s$, for all $s \in R$.
Now, by (2), $T(1)=\sum_{i=1}^{r} \sum_{k=1}^{r} a_{k i}^{(i i)} e_{k i}$.
Let $A=T(1)$ and $X=\sum_{i=1}^{r} \sum_{j=1}^{r} x_{i j} e_{i j}$ be any element in $M_{r}(R)$ (Here 1 denotes the identity matrix in $\left.M_{r}(R)\right)$.

$$
\begin{aligned}
T(X) & =T\left(\sum_{i=1}^{r} \sum_{j=1}^{r} x_{i j} e_{i j}\right)=\sum_{i=1}^{r} \sum_{j=1}^{r} T\left(e_{i j}\right) x_{i j} \\
& =\sum_{i=1}^{r} \sum_{j=1}^{r}\left(\sum_{k=1}^{r} a_{k i}^{(i i)} e_{k j}\right) x_{i j} \\
& =\left(\sum_{i=1}^{r} \sum_{k=1}^{r} a_{k i}^{(i i)} e_{k i}\right)\left(\sum_{i=1}^{r} \sum_{j=1}^{r} x_{i j} e_{i j}\right)=A X .
\end{aligned}
$$

Hence $T$ is a left centralizer.
Due to symmetry, every Jordan right centralizer over $M_{r}(R)$ is a right centralizer.
Lemma 2.1. Let $R$ be a ring and $T: M_{r}(R) \rightarrow M_{r}(R)$ be a two-sided centralizer. Then there exists an $\alpha \in Z(R)$ such that $T(X)=\alpha X$, for all $X \in M_{r}(R)$.
Proof. Let 1 be the identity matrix in $M_{r}(R)$. Since $T$ is a two-sided centralizer, $T(X)=$ $T(1) X=X T(1)$, for all $X \in M_{r}(R)$. Then $T(1)$ commutes with every element of $M_{r}(R)$. It is well-known that the center of a matrix ring coincides with the center of a ring (embedded diagonally into the matrix ring). Hence, $T(X)=\alpha X$ for all $X \in M_{r}(R)$ where $T(1)=\alpha .1$.
Theorem 2.2. Let $m \geq 1, n \geq 1$ and $m, n \in \mathbb{Z}, R$ be a ring with $n(m+n)^{3}$-torsion free. If $T: M_{r}(R) \rightarrow M_{r}(R)$ be an additive mapping such that there exists a two-sided centralizer $T_{0}: M_{r}(R) \rightarrow M_{r}(R)$ satisfying

$$
\begin{equation*}
(m+n) T\left(x^{2}\right)=m T(x) x+n x T_{0}(x), \text { for all } x \in M_{r}(R), \tag{11}
\end{equation*}
$$

then $T$ becomes a two-sided centralizer. In fact, $T=T_{0}$.

Proof. Since $T$ satisfies (11) and $T_{0}$ is a two sided centralizer on $M_{r}(R)$, by Lemma 2.1, we have

$$
\begin{equation*}
(m+n) T\left(x^{2}\right)=m T(x) x+n \alpha x^{2}, \text { for all } x \in M_{r}(R) \text { for some } \alpha \in Z(R) . \tag{12}
\end{equation*}
$$

Replacing $x$ by $x+y$ in (12),

$$
\begin{equation*}
(m+n) T(x y+y x)=n \alpha(x y+y x)+m T(x) y+m T(y) x, \text { for all } x, y \in M_{r}(R) . \tag{13}
\end{equation*}
$$

Let $T\left(e_{i j}\right)$ be of the form (1). Since $e_{i i}^{2}=e_{i i}$, using (1) and (12),

$$
\begin{equation*}
(m+n) T\left(e_{i i}\right)=m \sum_{\substack{k=1 \\ k \neq i}}^{r} a_{k i}^{(i i)} e_{k i}+\left(m a_{i i}^{(i i)}+n \alpha\right) e_{i i} . \tag{14}
\end{equation*}
$$

Now, $e_{i j}=e_{i i} e_{i j}+e_{i j} e_{i i}$, for $i \neq j$. By (13) and (14),

$$
\begin{align*}
& (m+n)^{2} T\left(e_{i j}\right) \\
& =m^{2} \sum_{\substack{k=1 \\
k \neq i}}^{r} a_{k i}^{(i i)} e_{k j}+m\left(m a_{i i}^{(i i)}+n \alpha\right) e_{i j}+m(m+n) \sum_{k=1}^{r} a_{k i}^{(i j)} e_{k i}+(m+n) n \alpha e_{i j} . \tag{15}
\end{align*}
$$

Also, we have $e_{i j}=e_{i j} e_{j j}+e_{j j} e_{i j}$. Applying (14) and (15),

$$
\begin{align*}
& (m+n)^{3} T\left(e_{i j}\right) \\
& =m^{3} \sum_{\substack{k=1 \\
k \neq i}}^{r} a_{k i}^{(i i)} e_{k j}+m^{2}\left(m a_{i i}^{(i i)}+n \alpha\right) e_{i j}+m(m+n) n \alpha e_{i j}+(m+n)^{2} n \alpha e_{i j} . \tag{16}
\end{align*}
$$

Let $1 \neq 0$ be the identity element in $M_{r}(R)$. Since $1^{2}=1,1=\sum_{k=1}^{r} e_{k k}$, and $R$ is $n$-torsion free,

$$
\begin{equation*}
(m+n) \sum_{k=1}^{r} T\left(e_{k k}\right)=(m+n) \alpha\left(\sum_{k=1}^{r} e_{k k}\right) . \tag{17}
\end{equation*}
$$

Applying (14) to (17), we have

$$
\begin{equation*}
a_{i j}^{(k k)}=0 \text { and } a_{k k}^{(k k)}=\alpha, \forall i, j, k \text { with } i \neq j \text { (Since } R \text { is }(m+n) \text {-trosion free). } \tag{18}
\end{equation*}
$$

Again, by (18), (14) and (16),

$$
\begin{equation*}
T\left(e_{i j}\right)=\alpha e_{i j}, \text { for any } i, j \text { (Since } R \text { is }(m+n)^{3} \text {-trosion free). } \tag{19}
\end{equation*}
$$

Therefore, by (19), $T=T_{0}$, and hence $T$ is a two-sided centralizer.

## 3. Some functional equations over matrix rings

The primary purpose of this section is to investigate a map satisfying some equations to become a two-sided centralizer.

Theorem 3.1. Let $R$ be a ring with 2 -torsion free. If $T$ is an additive function on $M_{r}(R)$ which satisfies

$$
\begin{equation*}
2 T\left(x^{2}\right)=T(x) x+x T(x), \text { for all } x \in M_{r}(R), \tag{20}
\end{equation*}
$$

then $T$ become a two-sided centralizer. In particular, $T(x)=\alpha x$, for all $x \in M_{r}(R)$ and for an $\alpha \in Z(R)$.

Proof. Let $T\left(e_{i j}\right)$ and $T\left(s e_{i j}\right)$ be of the form (1) and (5), respectively for $s \in R$. Since $e_{i i}^{2}=e_{i i}, R$ is 2-torsion free and satisfies (20), we have

$$
\begin{equation*}
T\left(e_{i i}\right)=a_{i i}^{(i i)} e_{i i}, \text { for all } i \in\{1,2, \ldots, r\} \tag{21}
\end{equation*}
$$

Substituting $x+y$ for $x$ in (20),

$$
\begin{equation*}
2 T(x y+y x)=T(x) y+T(y) x+x T(y)+y T(x), \text { for all } x, y \in M_{r}(R) \tag{22}
\end{equation*}
$$

For $i \neq j$, applying (22) on $e_{i j}=e_{i i} e_{i j}+e_{i j} e_{i i}$, all the other coefficients of $T\left(e_{i j}\right)$ except $e_{i j}$ become zero and

$$
\begin{equation*}
a_{i j}^{(i j)}=a_{i i}^{(i i)}, \text { for all } i, j \in\{1,2, \ldots, r\} . \tag{23}
\end{equation*}
$$

Hence, we have

$$
\begin{equation*}
T\left(e_{i j}\right)=a_{i j}^{(i j)} e_{i j}=a_{i i}^{(i i)} e_{i j}, \text { for all } i, j \in\{1,2, \ldots, r\} \tag{24}
\end{equation*}
$$

Again, applying (22) on $e_{i j}=e_{i j} e_{j j}+e_{j j} e_{i j}$, we have

$$
\begin{equation*}
a_{i i}^{(i i)}=a_{j j}^{(j j)}, \text { for all } i, j \in\{1,2, \ldots, r\} . \tag{25}
\end{equation*}
$$

Also,

$$
\begin{equation*}
T\left(e_{i j}\right)=a_{11}^{(11)} e_{i j}, \forall i, j \in\{1,2, \ldots, r\} \tag{26}
\end{equation*}
$$

For $i \neq j$ and $s \in R$, applying (22) on $s e_{i j}=\left(s e_{i j}\right) e_{j j}+e_{j j}\left(s e_{i j}\right)$, all the other coefficients of $T\left(s e_{i j}\right)$ except $e_{i j}$ become zero and

$$
\begin{equation*}
a_{i j}^{s(i j)}=s a_{11}^{(11)}, \forall i, j . \tag{27}
\end{equation*}
$$

For $i \neq j$ and $s \in R$,

$$
\begin{equation*}
T\left(s e_{i j}\right)=s a_{11}^{(11)} e_{i j}, \text { for all } i, j \tag{28}
\end{equation*}
$$

Applying (22), $2 s e_{i i}=\left(s e_{i i}\right) e_{i i}+e_{i i}\left(s e_{i i}\right)$,

$$
\begin{equation*}
2 a_{i i}^{s(i i)}=a_{11}^{(11)} s+s a_{11}^{(11)}, \text { for all } i \in\{1,2, \ldots, r\} . \tag{29}
\end{equation*}
$$

For all $i \neq j,\left(s e_{i i}\right)\left(e_{j j}\right)+\left(e_{j j}\right)\left(s e_{i i}\right)=0$, by $(22)$,

$$
\begin{equation*}
\left.a_{k j}^{s(i i)}=0 \text { and } a_{j k}^{s(i i)}=0, \text { for all } k=1,2, \ldots, r \text { (Since } R \text { is } 2 \text {-torsion free }\right) \tag{30}
\end{equation*}
$$

Applying (22), $s e_{i j}=\left(s e_{i j}\right) e_{i i}+e_{i i}\left(s e_{i j}\right)$,

$$
\begin{equation*}
a_{11}^{(11)} s=s a_{11}^{(11)} . \tag{31}
\end{equation*}
$$

Again, we have

$$
\begin{equation*}
T\left(s e_{i i}\right)=s a_{11}^{(11)} e_{i i}, \text { for all } i \in\{1,2, \ldots, r\} \tag{32}
\end{equation*}
$$

Let $X=\sum_{i=1}^{r} \sum_{j=1}^{r} x_{i j} e_{i j}, x_{i j} \in R$. Let $\alpha=a_{11}^{(11)}$. Then by using (28) and (32), we get

$$
\begin{equation*}
T(x)=a_{11}^{(11)} x=\alpha x, \text { for all } x \in M_{r}(R) \tag{33}
\end{equation*}
$$

Thus, by (31) and (33), $T$ is a two-sided centralizer.
Example 3.1. Let $\mathbb{Z}_{2}$ be the ring of integers modulo 2. Now, we provide an example of an additive map $T$ on $M_{r}(R)$ with $2 T\left(X^{2}\right)=T(X) X+X T(X)$, for all $X \in M_{r}(R)$, but it is not a two-sided centralizer.

$$
\begin{gathered}
\text { Let } X=\left[\begin{array}{ll}
x & y \\
z & t
\end{array}\right] \in M_{2}\left(\mathbb{Z}_{2}\right) \text { and } T: M_{2}\left(\mathbb{Z}_{2}\right) \rightarrow M_{2}\left(\mathbb{Z}_{2}\right) \text { is defined by } \\
T(X)=\left[\begin{array}{cc}
x+y+z+t & 0 \\
0 & x+y+z+t
\end{array}\right]
\end{gathered}
$$

Then $T$ satisfies $2 T\left(X^{2}\right)=T(X) X+X T(X)$, for all $X \in M_{2}\left(\mathbb{Z}_{2}\right)$. Also, for $X=e_{11}$ and $Y=e_{12}, T(X Y) \neq T(X) Y$. Thus, $T$ is not a two-sided centralizer.

Theorem 3.2. Let $R$ be a 2-torsion free ring. If $T$ is an additive mapping on $M_{r}(R)$ satisfying

$$
\begin{equation*}
2 T\left(x^{2}\right)=T(x) x+x T_{0}(x), \text { for all } x \in M_{r}(R) \tag{34}
\end{equation*}
$$

where $T_{0}$ is an additive mapping on $M_{r}(R)$ satisfying

$$
\begin{equation*}
2 T_{0}\left(x^{2}\right)=T_{0}(x) x+x T_{0}(x), \text { for all } x \in M_{r}(R) \tag{35}
\end{equation*}
$$

then $T$ is a two-sided centralizer.
Proof. By Theorem 3.1 and Lemma 2.1, $T_{0}$ is a two-sided centralizer and $T_{0}(x)=\alpha x$ for some $\alpha \in Z(R)$ and $x \in M_{r}(R)$. Therefore, we get

$$
\begin{equation*}
2 T\left(x^{2}\right)=T(x) x+\alpha x^{2}, \text { for all } x \in M_{r}(R) \tag{36}
\end{equation*}
$$

Again, let $T\left(e_{i j}\right)$ and $T\left(s e_{i j}\right)$ be of the form (1) and (5), respectively for $s \in R$. Applying (36) on $e_{i i}^{2}=e_{i i}$, all the coefficients of $T\left(e_{i i}\right)$ except $e_{i i}$ become zero and

$$
\begin{equation*}
a_{i i}^{(i i)}=\alpha, \text { for all } i \in\{1,2, \ldots, r\} \tag{37}
\end{equation*}
$$

We have

$$
\begin{equation*}
T\left(e_{i i}\right)=\alpha e_{i i}, \text { for all } i \in\{1,2, \ldots, r\} \tag{38}
\end{equation*}
$$

Linearizing (36),

$$
\begin{equation*}
2 T(x y+y x)=T(x) y+T(y) x+\alpha(x y+y x), \text { for all } x, y \in M_{r}(R) \tag{39}
\end{equation*}
$$

For $i \neq j$, applying (39) on $e_{i j}=e_{i i} e_{i j}+e_{i j} e_{i i}$, each coefficient of $T\left(e_{i j}\right)$ other than $e_{i j}$ is zero and

$$
\begin{equation*}
a_{i j}^{(i j)}=\alpha, \text { for all } i, j \in\{1,2, \ldots, r\} \tag{40}
\end{equation*}
$$

For $i \neq j$,

$$
\begin{equation*}
T\left(e_{i j}\right)=\alpha e_{i j}, \forall i, j \tag{41}
\end{equation*}
$$

For $i \neq j$ and $s \in R$, applying (39) on $s e_{i j}=\left(s e_{i j}\right) e_{j j}+e_{j j}\left(s e_{i j}\right)$, all the coefficients of $T\left(s e_{i j}\right)$ except $e_{i j}$ are zero and

$$
\begin{equation*}
a_{i j}^{s(i j)}=\alpha s, \text { for all } i, j \in\{1,2, \ldots, r\} \tag{42}
\end{equation*}
$$

For $i \neq j$ and $s \in R$,

$$
\begin{equation*}
T\left(s e_{i j}\right)=\alpha s e_{i j}, \text { for all } i, j \in\{1,2, \ldots, r\} \tag{43}
\end{equation*}
$$

Applying (39) on $2 s e_{i i}=\left(s e_{i i}\right) e_{i i}+e_{i i}\left(s e_{i i}\right)$, each coefficient of $T\left(s e_{i i}\right)$, except $e_{i i}$, is zero and

$$
\begin{equation*}
a_{i i}^{s(i i)}=\alpha s, \text { for all } i \in\{1,2, \ldots, r\} \tag{44}
\end{equation*}
$$

For all $s \in R$,

$$
\begin{equation*}
T\left(s e_{i i}\right)=\alpha s e_{i i}, \text { for all } i \in\{1,2, \ldots, r\} \tag{45}
\end{equation*}
$$

By (43) and (45), we conclude that

$$
\begin{equation*}
T=T_{0} \tag{46}
\end{equation*}
$$

Thus, $T$ is a two-sided centralizer.
Now, we give an example which shows that $M_{r}(R)$ is not always a semiprime ring. Hence, Theorem 3.1 is not a consequence of any result of Vukman [11].

Example 3.2. Let $\mathbb{Z}_{9}$ be the ring of residue classes of integers modulo 9 . Then $\mathbb{Z}_{9}$ is 2 -torsion free with unity $1 \neq 0$. It is easy to compute that $\left(3 e_{11}\right) M_{2}\left(\mathbb{Z}_{9}\right)\left(3 e_{11}\right)=0$. But $3 e_{11} \neq 0$. Therefore, $M_{2}\left(\mathbb{Z}_{9}\right)$ is not a semiprime ring (since in a semiprime ring $R$, $a R a=0 \Longrightarrow a=0$ ).

Theorem 3.3. Let $R$ be a ring. If $T$ is an additive map on $M_{r}(R)$ with

$$
\begin{equation*}
T(x y x)=x T(y) x, \text { for all } x, y \in M_{r}(R), \tag{47}
\end{equation*}
$$

then $T$ becomes a two-sided centralizer. In particular, $T(x)=\alpha x$ for all $x \in M_{r}(R)$ and for an $\alpha \in Z(R)$.

Proof. Put $x=0, y=1$ ( 1 and 0 denote the identity and zero matrix, respectively) in (47), we have $T(0)=0$. Let $T\left(e_{i j}\right)$ and $T\left(s e_{i j}\right)$ be of the form (1) and (5), respectively for $s \in R$. Since $e_{i i}^{3}=e_{i i}$ and $x .1 . x=x^{2}$, using (47),

$$
\begin{align*}
& T\left(e_{i i}\right)=a_{i i}^{(i i)} e_{i i}, \\
& \text { (hence) } T(1)=\sum_{k=1}^{r} a_{k k}^{(k k)} e_{k k},  \tag{48}\\
& T\left(x^{2}\right)=x T(1) x \text { for all } x, y \in M_{r}(R) .
\end{align*}
$$

Put $x=x+y$ in (48),

$$
\begin{equation*}
T(x y+y x)=x T(1) y+y T(1) x, \text { for all } x, y \in M_{r}(R) . \tag{49}
\end{equation*}
$$

Put $x=e_{i i}$ and $y=e_{i j}(i \neq j)$ in (49),

$$
\begin{align*}
& T\left(e_{i j}\right)=a_{i i}^{(i i)} e_{i j} \\
& \text { (also putting } x=e_{i j}, y=e_{j j}  \tag{50}\\
& \text { (hence) } a_{i i}^{(i i)}=a_{j j}^{(j j)}=\alpha \text { (say) } \\
& T\left(e_{i j}\right)=\alpha e_{i j} .
\end{align*}
$$

$$
\text { (also putting } x=e_{i j}, y=e_{j j} \text { in (49)), } T\left(e_{i j}\right)=a_{j j}^{(j j)} e_{i j}
$$

Since $s e_{i j}=\left(s e_{i j}\right) e_{j j}+e_{j j}\left(s e_{i j}\right)$, using (50),

$$
\begin{align*}
& T\left(s e_{i j}\right)=s \alpha e_{i j} \\
& \text { (similarly), } T\left(s e_{i j}\right)=\alpha s e_{i j}  \tag{51}\\
& \text { (hence) } \alpha s=s \alpha(s \in R) .
\end{align*}
$$

Put $x=x+z$ in (47),

$$
\begin{equation*}
T(x y z+z y x)=x T(y) z+z T(y) x, \text { for all } x, y, z \in M_{r}(R) . \tag{52}
\end{equation*}
$$

Put $x=s e_{i i}, y=e_{j i}$ and $z=e_{i i}$ in (52),

$$
\begin{equation*}
T\left(s e_{i i}\right)=s \alpha e_{i i}=\alpha s e_{i i} . \tag{53}
\end{equation*}
$$

From (51) and (53), $T(x)=\alpha x$ for all $x \in M_{r}(R)$.
Theorem 3.4. Let $R$ be a ring. If $T$ is an additive map on $M_{r}(R)$ with

$$
\begin{equation*}
2 T(x y x)=T(x) y x+x y T(x), \text { for all } x, y \in M_{r}(R), \tag{54}
\end{equation*}
$$

then $T$ is a two-sided centralizer. In particular, there exists an $\alpha \in Z(R)$ such that $T(x)=\alpha x, \forall x \in M_{r}(R)$.
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Proof. Put $x=0, y=0$ in (54), we have $2 T(0)=0$. Let $T\left(e_{i j}\right)$ and $T\left(s e_{i j}\right)$ be of the form (1) and (5), respectively for $s \in R$. Putting $x=e_{i i}, y=e_{i i}$ in (54),

$$
\begin{equation*}
a_{i l}^{(i i)}=0 \text { for all } l \in\{1,2, \ldots, i-1, i+1, \ldots, r\} \tag{55}
\end{equation*}
$$

Putting $x=e_{i i}, y=e_{i k}(k \neq i)$ in (54),

$$
\begin{equation*}
a_{k l}^{(i i)}=0 \text { for all } l \in\{1,2, \ldots, r\} \text { and hence } T\left(e_{i i}\right)=a_{i i}^{(i i)} e_{i i} \tag{56}
\end{equation*}
$$

Putting $x=e_{i j}, y=e_{j i}(j \neq i)$ in (54),

$$
\begin{equation*}
a_{i m}^{(i j)}=0 \text { for all } m \in\{1,2, \ldots, j-1, j+1, \ldots, r\} \tag{57}
\end{equation*}
$$

Putting $x=e_{i j}, y=e_{j k}(j \neq i, i \neq k)$ in (54),

$$
\begin{equation*}
a_{k m}^{(i j)}=0 \text { for all } m \in\{1,2, \ldots, r\} \text { and hence } T\left(e_{i j}\right)=a_{i j}^{(i j)} e_{i j} \tag{58}
\end{equation*}
$$

Putting $x=1$ and $y=e_{i j}$ in (54), $2 a_{i j}^{(i j)}=a_{i i}^{(i i)}+a_{j j}^{(j j)}$. Also, putting $x=e_{i j}+e_{i i}$ and $y=e_{j i}$ in (54), $a_{i i}^{(i i)}=a_{i j}^{(i j)}$. Therefore, $a_{i j}^{(i j)}=a_{i i}^{(i i)}=a_{j j}^{(j j)}=\alpha$ (say).

$$
\begin{equation*}
\text { Hence, } T\left(e_{k l}\right)=\alpha e_{k l} \text { for all } k, l \tag{59}
\end{equation*}
$$

Putting $x=e_{i i}$ and $y=s e_{i i}$ in (54) and using (59),

$$
\begin{align*}
& 2 T\left(s e_{i i}\right)=(\alpha s+s \alpha) e_{i i} \\
& 2 a_{i i}^{s(i i)}=\alpha s+s \alpha \tag{60}
\end{align*}
$$

Put $x=x+z$ in (54),

$$
\begin{equation*}
2 T(x y z+z y x)=T(x) y z+x y T(z)+T(z) y x+z y T(x), \text { for all } x, y, z \tag{61}
\end{equation*}
$$

Putting $x=s e_{i i}, y=e_{i j}$ and $z=e_{j i}(j \neq i)$ in (61) and using (59) and (60),

$$
\begin{equation*}
a_{i i}^{s(i i)}=s \alpha=\alpha s \text { and } a_{j l}^{s(i i)}=0 \text { for } l \in\{1,2, \ldots, r\} \tag{62}
\end{equation*}
$$

Put $x=e_{i j}, y=e_{j i}$ and $z=s e_{i i}$ in (61),
$a_{i l}^{s(i i)}=0$ for $l \in\{1,2, \ldots, i-1, i+1, \ldots, r\}$ and hence $T\left(s e_{i i}\right)=\alpha s e_{i i}(s \in R, \alpha \in Z(R))$.
Putting $x=s e_{i j}, y=e_{j j}$ and $z=e_{j j}$ in (61),

$$
\begin{equation*}
a_{i j}^{s(i j)}=s \alpha \text { and } a_{m j}^{s(i j)}=0 \text { for } m \in\{1,2, \ldots, i-1, i+1, \ldots, r\} \tag{64}
\end{equation*}
$$

Putting $x=s e_{i j}, y=e_{k k}$ and $z=e_{k k}(k \neq j)$ in (61),

$$
\begin{equation*}
a_{m k}^{s(i j)}=0 \text { for } m \in\{1,2, \ldots, r\} \text { and hence } T\left(s e_{i j}\right)=\alpha s e_{i j} \tag{65}
\end{equation*}
$$

Thus, $T(x)=\alpha x$ for all $x \in M_{r}(R)$.

Theorem 3.5. Let $R$ be a 2-torsion free ring. If $T$ is an additive map on $M_{r}(R)$ with

$$
\begin{equation*}
3 T(x y x)=T(x) y x+x T(y) x+x y T(x), \text { for all } x, y \in M_{r}(R) \tag{66}
\end{equation*}
$$

then $T$ is a two-sided centralizer. In particular, there exists an $\alpha \in Z(R)$ such that $T(x)=\alpha x$, for all $x \in M_{r}(R)$.

Proof. Let $T\left(e_{i j}\right)$ and $T\left(s e_{i j}\right)$ be of the form (1) and (5), respectively for $s \in R$. Since $e_{i j} e_{j i} e_{i j}=e_{i j}$ and the torsion condition on $R$, using (66),

$$
\begin{align*}
a_{1 j}^{(i j)} & =\cdots=a_{i-1, j}^{(i j)}=a_{i+1, j}^{(i j)}=\cdots=a_{r j}^{(i j)}=0 \\
a_{i 1}^{(i j)} & =\cdots=a_{i, j-1}^{(i j)}=a_{i, j+1}^{(i j)}=\cdots=a_{i r}^{(i j)}=0,  \tag{67}\\
a_{i j}^{(i j)} & =a_{j i}^{(j i)} \text { for all } i, j \in\{1,2, \ldots, r\} .
\end{align*}
$$

Substituting 1 and 0 for $x$ and $y$ in (66), respectively, we have $T(0)=0$. Let $k \neq i$ and $l \neq j$ and since $e_{l k} e_{i j} e_{l k}=0$, using (66),

$$
\begin{align*}
& a_{k l}^{(i j)}=0 \\
& \text { Hence, } T\left(e_{i j}\right)=a_{i j}^{(i j)} e_{i j} \tag{68}
\end{align*}
$$

Linearizing (66),

$$
\begin{align*}
& 3 T(x y z+z y x)=T(x) y z+T(z) y x+x T(y) z  \tag{69}\\
& +z T(y) x+x y T(z)+z y T(x), \text { for all } x, y, z \in M_{r}(R)
\end{align*}
$$

Substituting $e_{i i}, e_{i j}$ and $e_{j j}$ for $x, y$ and $z$ respectively in (69),

$$
\begin{equation*}
2 a_{i j}^{(i j)}=a_{i i}^{(i i)}+a_{j j}^{(j j)} \text { for all } i \neq j \tag{70}
\end{equation*}
$$

Substituting $e_{j i}, e_{i j}$ and $e_{j j}$ for $x, y$ and $z$, respectively in (69),

$$
(\operatorname{by}(67)) a_{j j}^{(j j)}=a_{i j}^{(i j)}=a_{j i}^{(j i)}
$$

$$
\begin{equation*}
\text { (by above and (67)) } a_{i i}^{(i i)}=a_{i j}^{(i j)}=a_{j i}^{(j i)}=a_{j j}^{(j j)}, \text { for all } i \neq j \tag{71}
\end{equation*}
$$

Hence $T\left(e_{i j}\right)=\alpha e_{i j}$ (letting, $\left.\alpha=a_{11}^{(11)}\right)$, for all $i, j$.
Let $s \in R$. Substituting 1 and $s e_{i j}$ for $x$ and $y$, respectively in (66) and using (71),

$$
\begin{align*}
& 2 T\left(s e_{i j}\right)=(\alpha s+s \alpha) e_{i j}, \\
& 2 a_{i j}^{s(i j)}=\alpha s+s \alpha  \tag{72}\\
& T\left(s e_{i j}\right)=a_{i j}^{s(i j)} e_{i j}, \text { for all } i, j
\end{align*}
$$

Substituting $s e_{i i}, e_{i j}$ and $e_{j j}$ for $x, y$ and $z$, respectively in (69) and using (71),

$$
\begin{equation*}
a_{i j}^{s(i j)}=s \alpha=\alpha s(\operatorname{using}(72)), \text { for all } i \neq j \tag{73}
\end{equation*}
$$

Therefore, $T(x)=\alpha x$, for all $x \in M_{r}(R)$.
Example 3.3. Now, we give an example of an additive mapping $T$ on $M_{r}(R)$ satisfying (66), but it is not a two-sided centralizer. Let $\mathbb{Z}_{2}$ be the ring of residue classes of integers modulo 2, which is not 2-torsion free. Let $X=\left[\begin{array}{ll}x & y \\ z & t\end{array}\right] \in M_{2}\left(\mathbb{Z}_{2}\right)$ and $T: M_{2}\left(\mathbb{Z}_{2}\right) \rightarrow$ $M_{2}\left(\mathbb{Z}_{2}\right)$ be defined by

$$
T\left(\left[\begin{array}{ll}
x & y \\
z & t
\end{array}\right]\right)=\left[\begin{array}{ll}
y & 0 \\
x & 0
\end{array}\right]
$$

Then $T$ satisfies (66). In this case, for $X=e_{11}$ and $Y=e_{12}, T(X Y)=e_{11} \neq e_{22}=$ $T(X) Y$. Thus, $T$ is not a two-sided centralizer.

## 4. Jordan $\star$-CENTRALIZERS OVER RINGS

It is easy to prove that every reverse left $\star$-centralizer is a Jordan left $\star$-centralizer, but the converse is not generally valid. Hence, it is a genuine attempt to classify rings and algebras over which Jordan left $\star$-centralizer becomes reverse left $\star$-centralizer.

Example 4.1. Let $S=\mathbb{Z}_{2}[x, y]$ with $x^{2}=y^{2}=0$ and $R_{1}$ be the subring of $S$ generated by $x$ and $y$. One can easily recognize that every element of $R_{1}$ is of square zero and $R_{1}$ is commutative.

Let $R_{2}=\left\{\left.\left(\begin{array}{ccc}0 & A & B \\ 0 & 0 & A \\ 0 & 0 & 0\end{array}\right) \right\rvert\, A, B \in R_{1}\right\}$ and $\left(\begin{array}{ccc}0 & A & B \\ 0 & 0 & A \\ 0 & 0 & 0\end{array}\right)=\left(\begin{array}{ccc}0 & A & B \\ 0 & 0 & A \\ 0 & 0 & 0\end{array}\right)$. Then $R_{2}$ is a ring with involution $\star$.

Define $T: R_{2} \rightarrow R_{2}$ as,
$T\left(\begin{array}{ccc}0 & A & B \\ 0 & 0 & A \\ 0 & 0 & 0\end{array}\right)=\left(\begin{array}{ccc}0 & 0 & B \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$. It is easy to check that $T$ is a Jordan left $\star$-centralizer.
Let $\tilde{X}=\left(\begin{array}{ccc}0 & x & 0 \\ 0 & 0 & x \\ 0 & 0 & 0\end{array}\right)$ and $\tilde{Y}=\left(\begin{array}{lll}0 & y & 0 \\ 0 & 0 & y \\ 0 & 0 & 0\end{array}\right)$.
Then $T(\tilde{X} \tilde{Y})=\left(\begin{array}{ccc}0 & 0 & x y \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right) \neq 0=T(\tilde{Y}) \tilde{X}^{\star}$. Hence, $T$ is not a reverse left $\star$ centralizer.

Let $M_{r}(R)$ be a matrix ring with involution $\star$.
Theorem 4.1. Every Jordan left $\star$-centralizer over $M_{r}(R)$ is a reverse left $\star$-centralizer.
Proof. Let $T$ be a Jordan left $\star$-centralizer over $M_{r}(R)$.

$$
\begin{aligned}
& T\left(x^{2}\right)=T(x) x^{\star} \\
& \quad \Longrightarrow\left[T\left(x^{2}\right)\right]^{\star}=\left[T(x) x^{\star}\right]^{\star}=\left(x^{\star}\right)^{\star}(T(x))^{\star}=x(T(x))^{\star}
\end{aligned}
$$

Now, let $S(x)=(T(x))^{\star}$ and

$$
S\left(x^{2}\right)=\left(T\left(x^{2}\right)\right)^{\star}=x(T(x))^{\star}=x S(x)
$$

Then $S$ is a Jordan right centralizer. Hence, by Theorem $2.1, S$ is a right centralizer. Also,

$$
\begin{aligned}
& S(x y)=x S(y) \\
& \quad \Longrightarrow(T(x y))^{\star}=x(T(y))^{\star} \\
& \quad \Longrightarrow\left((T(x y))^{\star}\right)^{\star}=\left(x(T(y))^{\star}\right)^{\star} \\
& \quad \Longrightarrow T(x y)=T(y) x^{\star}
\end{aligned}
$$

Thus, $T$ is a reverse left $\star$-centralizer over $M_{r}(R)$.
Every left $\star$-centralizer is always a Jordan left $\star$-centralizer. The following example shows that every Jordan left $\star$-centralizer is not a left $\star$-centralizer.

Example 4.2. We define $T: M_{2}(R) \rightarrow M_{2}(R)$ by-

$$
T\left[\begin{array}{ll}
x & y \\
z & t
\end{array}\right]=\left[\begin{array}{cc}
x+y & z+t \\
0 & 0
\end{array}\right]
$$

Also, we define $\star: M_{2}(R) \rightarrow M_{2}(R)$ by-

$$
\star\left[\begin{array}{ll}
x & y \\
z & t
\end{array}\right]=\left[\begin{array}{ll}
x & z \\
y & t
\end{array}\right] .
$$

Then it is easy to see that $T$ becomes a Jordan left $\star$-centralizer.
But $T\left(e_{11} e_{12}\right)=e_{11} \neq 0=T\left(e_{11}\right) e_{12}^{\star}$. Thus, $T$ is not a left $\star$-centralizer.
Theorem 4.2. If $T: M_{r}(R) \rightarrow M_{r}(R)$ is a reverse $\star$-centralizer, then there exists an $\alpha \in Z(R)$ such that $T(X)=\alpha x^{\star}$, for all $x \in M_{r}(R)$.
Proof. Since $T(x y)=T(y) x^{\star}$ for all $x, y \in M_{r}(R)$. Putting $y=1$,

$$
\begin{equation*}
T(x)=T(1) x^{\star} \text { for all } x \in M_{r}(R) . \tag{74}
\end{equation*}
$$

Now, $T(x y)=y^{\star} T(x)$ for all $x, y \in M_{r}(R)$. Taking $y=x$ and $x=1$, we have

$$
\begin{equation*}
T(x)=x^{\star} T(1) \text { for all } x \in M_{r}(R) . \tag{75}
\end{equation*}
$$

Since $\star$ is a bijective map, $T(1) \in Z\left(M_{r}(R)\right)=Z(R)$. Therefore, $T(x)=\alpha x^{\star}$ for all $x \in M_{r}(R)$ where $\alpha=T(1)$.

Theorem 4.3. If $T: M_{r}(R) \rightarrow M_{r}(R)$ is a $\star$-centralizer, then $T=0$.
Proof. Since $T(x y)=T(x) y^{\star}=x^{\star} T(y)$ for all $x, y \in M_{r}(R)$. Putting $y=1$ and $x=1$, respectively, $T(x)=x^{\star} T(1)=T(1) x^{\star}$ for all $x \in M_{r}(R)$.

$$
\begin{aligned}
& T(x y)=T(x) y^{\star} \Longrightarrow T(1)(x y)^{\star}=T(1) x^{\star} y^{\star} \Longrightarrow T(1)\left[(x y)^{\star}-x^{\star} y^{\star}\right]=0 \\
& \Longrightarrow \text { Either } T(1)=0 \text { or }(x y)^{\star}=x^{\star} y^{\star} \Longrightarrow x y=y x .
\end{aligned}
$$

Since $x y=y x$ does not hold true in $M_{r}(R), T(1)=0$. Thus, $T=0$.
Theorem 4.4. Let $m \geq 1, n \geq 1$ and $m, n \in \mathbb{Z}, R$ be a ring with $n(m+n)^{3}$-torsion free. If $T: M_{r}(R) \rightarrow M_{r}(R)$ be an additive mapping such that there exists a reverse $\star$-centralizer $T_{0}$ satisfying
$(m+n) T\left(x^{2}\right)=m x^{\star} T(x)+n T_{0}(x) x^{\star}$, for all $x \in M_{r}(R)$, then $T$ becomes reverse $\star-$ centralizer. It also gives us $T=T_{0}$.
Proof. Let $S(x)=(T(x))^{\star}$ and $S_{0}(x)=\left(T_{0}(x)\right)^{\star}$. Then $S_{0}(x)=\beta x$, for some $\beta \in Z(R)$, by Theorem 4.2. Now,

$$
\begin{align*}
(m+n) S\left(x^{2}\right) & =(m+n)\left(T\left(x^{2}\right)\right)^{\star}=\left[(m+n) T\left(x^{2}\right)\right]^{\star}=\left[m x^{\star} T(x)+n T_{0}(x) x^{\star}\right]^{\star} \\
& =m(T(x))^{\star} x+n x\left(T_{0}(x)\right)^{\star}=m S(x) x+n x S_{0}(x) . \tag{76}
\end{align*}
$$

Therefore, $S$ satisfies the condition of Theorem 2.2. Hence, $S$ is a two-sided centralizer, and $T$ becomes the reverse $\star$-centralizer. Since $S=S_{0}$, we have $T=T_{0}$.

Theorem 4.5. Let $m \geq 1, n \geq 1$ and $m, n \in \mathbb{Z}, R$ be an $n(m+n)^{3}$-torsion free ring. If $T: M_{r}(R) \rightarrow M_{r}(R)$ be an additive mapping such that there exists a $\star$-centralizer $T_{0}$ satisfying
$(m+n) T\left(x^{2}\right)=m x^{\star} T(x)+n T_{0}(x) x^{\star}$, for all $x \in M_{r}(R)$, then $T=0$.
Proof. By Theorem 4.3, $T_{0}=0, T_{0}$ is a reverse $\star$-centralizer. Since $T$ satisfies the conditions in Theorem 4.4, we have $T=T_{0}=0$.

Letting $S(x)=(T(x))^{\star}$ and using Theorem 3.1, Theorem 3.2, Theorem 3.3, Theorem 3.4 and Theorem 3.5, we can prove Theorem 4.6, Theorem 4.7, Theorem 4.8, Theorem 4.9 and Theorem 4.10.

Theorem 4.6. Let $R$ be a 2-torsion free ring. If $T: M_{r}(R) \rightarrow M_{r}(R)$ is an additive map satisfying $2 T\left(x^{2}\right)=T(x) x^{\star}+x^{\star} T(x)$, then $T$ is a reverse $\star$-centralizer and $T(x)=\alpha x^{\star}$, where $\alpha \in Z(R)$.

Example 4.3. Let $X=\left[\begin{array}{ll}x & y \\ z & t\end{array}\right] \in M_{2}\left(\mathbb{Z}_{2}\right)$ and $X^{\star}=\left[\begin{array}{ll}x & z \\ y & t\end{array}\right]$.
Let us define $T: M_{2}\left(\mathbb{Z}_{2}\right) \rightarrow M_{2}\left(\mathbb{Z}_{2}\right)$ by

$$
T(X)=\left[\begin{array}{cc}
x+y+z+t & 0 \\
0 & x+y+z+t
\end{array}\right]
$$

Then $T$ satisfies $2 T\left(X^{2}\right)=T(X) X^{\star}+X^{\star} T(X)$, for all $X \in M_{2}\left(\mathbb{Z}_{2}\right)$.
Now, for $X=e_{11}$ and $Y=e_{12}, T(X Y)=e_{11}+e_{12} \neq e_{11}=T(Y) X^{\star}$. Therefore, $T$ is not a reverse $\star$-centralizer. It shows that the torsion condition on $R$ is necessary for Theorem 4.6.

If $T$ satisfies the condition in Theorem 4.6, then $T$ need not be a $\star$-centralizer.
Example 4.4. Let us define $T(x)=x^{\star}$ for all $x \in M_{2}(R)$. Define $\star$ as the transpose of matrix $x$. Then $T$ satisfies $2 T\left(x^{2}\right)=T(x) x^{\star}+x^{\star} T(x)$, for all $x \in M_{2}(R)$. But $T\left(e_{11} e_{12}\right) \neq T\left(e_{11}\right) e_{12}^{\star}$, hence $T$ is not $a \star$-centralizer.

Theorem 4.7. Let $R$ be a 2-torsion free ring. If $T: M_{r}(R) \rightarrow M_{r}(R)$ is an additive map satisfying $2 T\left(x^{2}\right)=T_{0}(x) x^{\star}+x^{\star} T(x)$ where $T_{0}: M_{r}(R) \rightarrow M_{r}(R)$ is an additive map satisfying $2 T_{0}\left(x^{2}\right)=T_{0}(x) x^{\star}+x^{\star} T_{0}(x)$, then $T$ is a reverse $\star$-centralizer and $T(x)=\alpha x^{\star}$, where $\alpha \in Z(R)$.

Theorem 4.8. Let $R$ be a ring. If $T$ is an additive map on $M_{r}(R)$ with $T(x y x)=$ $x^{\star} T(y) x^{\star}$, for all $x, y \in M_{r}(R)$, then $T$ becomes reverse $\star$-centralizer. In particular, $T(x)=\alpha x^{\star}$, where $\alpha \in Z(R)$.

Theorem 4.9. Let $R$ be a ring. If $T$ is an additive map on $M_{r}(R)$ with $2 T(x y x)=$ $T(x) y^{\star} x^{\star}+x^{\star} y^{\star} T(x)$ for all $x, y \in M_{r}(R)$, then $T$ is a reverse $\star$-centralizer. In particular, $T(x)=\alpha x^{\star}$ where $\alpha \in Z(R)$.

Theorem 4.10. Let $R$ be a ring with 2 -torsion free. If $T$ is an additive map on $M_{r}(R)$ with $3 T(x y x)=T(x) y^{\star} x^{\star}+x^{\star} T(y) x^{\star}+x^{\star} y^{\star} T(x)$ for all $x, y \in M_{r}(R)$, then $T$ is a reverse $\star$-centralizer. In particular, $T(x)=\alpha x^{\star}$, where $\alpha \in Z(R)$.

Example 4.5. Let $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in M_{2}\left(\mathbb{Z}_{2}\right)$ and $A^{\star}=\left[\begin{array}{ll}a & c \\ b & d\end{array}\right]$.
Let $T: M_{2}\left(\mathbb{Z}_{2}\right) \rightarrow M_{2}\left(\mathbb{Z}_{2}\right)$ be defined by

$$
T(A)=\left[\begin{array}{ll}
0 & c \\
b & 0
\end{array}\right]
$$

Then $T$ satisfies $3 T(A B C)=T(A) B^{\star} A^{\star}+A^{\star} T(B) A^{\star}+A^{\star} B^{\star} T(A)$, for all $A, B \in$ $M_{2}\left(\mathbb{Z}_{2}\right)$.

Now, for $A=e_{11}$ and $B=e_{12}, T(A B)=e_{21} \neq 0=B^{\star} T(A)$. Therefore, $T$ is not $a$ reverse $\star$-centralizer. It shows that the torsion condition on $R$ is necessary for the Theorem 4.10.

Example 4.4 shows that even $T$ satisfies the conditions in Theorems 4.7, 4.8, 4.9 and 4.10, but need not be a $\star$-centralizer. Theorem 2.2 motivates us to post a conjecture as follows.

Conjecture 4.1. Let $m \geq 1, n \geq 1$ and $m, n \in \mathbb{Z}, R$ be a ring with some suitable torsion restrictions. If $T: M_{r}(R) \rightarrow M_{r}(R)$ be an additive mapping such that

$$
\begin{equation*}
(m+n) T\left(x^{2}\right)=m T(x) x+n x T(x), \text { for all } x \in M_{r}(R) \tag{77}
\end{equation*}
$$

then $T$ become a two-sided centralizer.

## 5. Conclusions

In this paper, we discussed centralizers over matrix rings. Then we proved that the Jordan left centralizer over the matrix ring becomes the left centralizer, which is generally not true. Also, we showed that every two-sided centralizer over the matrix ring is of some particular form. Later, it showed that the map becomes a two-sided centralizer for the matrix ring when it satisfies some functional equation. We also prove every Jordan left $\star$ centralizer is a reverse left $\star$-centralizer over matrix ring with involution. Finally, we have established that every reverse $\star$-centralizer over $\star$-matrix ring has some particular form, and a map satisfying some equations over $\star$-matrix ring becomes reverse $\star$-centralizer.
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