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#### Abstract

In this paper, the approximate solution of general functional integro differential equaions with hybrid delays is examined using of Boole polynomials and the collocation points. The solution is obtained as a truncated Boole series on a closed interval in the set of real numbers. By using this method, the approximate solutions of the problems are found. In addition, the error functions of the solutions are calculated by using the residual functions. Furthermore, the fundamental properties of the Boole polynomials and their generating functions are studied. Relationships between Boole polynomials and numbers, Stirling numbers and Euler polynomials and numbers are presented.
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## 1. Introduction

Integro-differential equations are used in modelling phenomena in sciences and engineering. The functional integro-differential equations have many applications in areas such as mathematics, engineering, astronomy, biology and economics [ 9,27$]$. In recent years, scientists have examined various applications of these equations and improving the numerical methods for the approximate solutions. The differential equations have been solved by using the numerical methods based on the Bernoulli polynomials $[2,3,4,6,7,12]$, the shifted Bernoulli polynomials [5], the Bessel polynomials [21] and the Morgan-Voyce polynomials [22]. Also, for these equations, the Laguerre wavelet collocation method [35] and the Chelyshkov collocation method [23] have been improved. In addition to, the Haar wavelets method [1], the Hybrid Euler-Taylor matrix method [8], a Chebyshev finite difference method [11], the variational Adomian decomposition method [18], the tau method [20], the kernel space method [29], the modified Taylor expansion method [31],

[^0]the Sinc collocation method [46], the Bernoulli matrix-collocation method [14, 15] and the Bernstein polynomials method [19] have been applied for solving the integro-differential equations. The Nystrom method has been used to solve the Fredholm integral equations of the second kind under interval data [25]. A numerical method based on Chelyshkov polynomials has been presented to solve the linear functional integro-differential equations [30]. For the approximate solutions of the pantograph-type Volterra integro-differential equations, a collocation method based on Laguerre polynomials has been improved [44]. The Lucas matrix-collocation technique has been used for the solutions of the functional integro-differential equation with variable delays [17]. The approximate solutions of the delay linear Fredholm integro-differential equations have been gained by a matrix method based on the shifted Legendre polynomials [45]. A matrix method based on the Dickson polynomials has been developed for the numerical solutions of the general integro-differential-difference equations [28]. In this study, the numerical method is improved to obtain the approximate solutions of the general functional integro-differential equations with hybrid delays. The method is based on the Boole polynomials, their derivatives and the collocation points.

For $a \leq x, t \leq b$, the general functional integro-differential equations with hybrid delays is given in the form of

$$
\begin{equation*}
\sum_{k=0}^{m_{1}} \sum_{j=0}^{m_{2}} p_{k j}(x) y^{(k)}\left(\alpha_{k j} x+\beta_{k j}\right)=f(x)+\sum_{r=0}^{m_{3}} \sum_{s=0}^{m_{4}} \lambda_{r s} \int_{v_{r s}(x)}^{\nu_{r s}(x)} K_{r s}(x, t) y^{(r)}\left(\mu_{r s} t+\gamma_{r s}\right) d t \tag{1}
\end{equation*}
$$

with initial-boundary conditions

$$
\begin{equation*}
\sum_{k=0}^{m_{1}-1}\left(a_{i k} y^{(k)}(a)+b_{i k} y^{(k)}(b)\right)=\eta_{i}, \quad i=1,2,3, \ldots, m_{1}-1 \tag{2}
\end{equation*}
$$

where $p_{k j}, K_{r s}, f(x), \nu_{r s}(x), v_{r s}(x)$ are known function on the $a \leq x, t \leq b$ and $a_{j k}, b_{j k}, \mu_{r s}$, $\gamma_{r s}, \lambda_{r s}$ are real constants.

The approximate solution is written form as

$$
\begin{equation*}
y(x) \cong y_{N}(x)=\sum_{n=0}^{N} a_{n} R_{n}(x) \tag{3}
\end{equation*}
$$

where $R_{n}(x)$ is Boole polynomials and $a_{n}, n=1,2, \ldots N$ is the unknown Boole coefficients.

## 2. Boole Polynomials

The special numbers of Boole polynomial form the basis of the developed method in this study. The Euler Polynomials $E_{n}(x)$ are defined by the following generating function:

$$
\frac{2 e^{t x}}{1+e^{t}}=\sum_{n=0}^{\infty} \frac{E_{n}(x)}{n!} t^{n}
$$

Here, we note that $E_{n}=E_{n}(0)$ denotes the Euler numbers. The Stirling numbers of the first kind $S_{1}(n, k)$ and second kind $S_{2}(n, k)$ are indicated by the following generating functions, respectively:

$$
\frac{(\log (1+t))^{k}}{k!}=\sum_{n=0}^{\infty} \frac{S_{1}(n, k)}{n!} t^{n}, \frac{\left(e^{t}-1\right)^{k}}{k!}=\sum_{n=0}^{\infty} \frac{S_{2}(n, k)}{n!} t^{n}
$$

The general form of Boole polynomials $R_{n}(x)$ are following

$$
\begin{equation*}
R_{n}(x)=\sum_{n=0}^{\infty} \frac{(-1)^{m}}{2^{m}}\binom{x}{n-m} \tag{4}
\end{equation*}
$$

The generating function of Boole polynomials $R_{n}(x)$ is:

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{R_{n}(x)}{n!} t^{n}=\frac{2(1+t)^{x}}{2+t} \tag{5}
\end{equation*}
$$

For $x=0$, generating function of the Boole numbers is

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{R_{n}(0)}{n!} t^{n}=\frac{2}{2+t} \tag{6}
\end{equation*}
$$

By using (6), we have

$$
\sum_{n=0}^{\infty} \frac{R_{n}(0)}{n!} t^{n}=\sum_{n=0}^{\infty}\left(-\frac{1}{2} t\right)^{n}
$$

Comparing the coefficients of $t^{n}$ on both sides of the above equation, the following wellknown formula is obtained:

$$
\frac{R_{n}(0)}{n!}=\left(-\frac{1}{2}\right)^{n}
$$

Substituting $t=e^{t}-1$ into the equation (5), we have

$$
\sum_{n=0}^{\infty} \frac{R_{n}(x)}{n!}\left(e^{t}-1\right)^{n}=\frac{2 e^{t x}}{1+e^{t}}
$$

By using equation (5) and equation (6), one also has the following well known formula involving the Stirling numbers of the first kind $S_{1}(m, n)$ and the Euler numbers and polynomials, and the Boole numbers and polynomials [9, 24, 26, 27, 33, 34, 36, 37, 38, 39, 40, 41, 42, 43]:

$$
\sum_{n=0}^{m} E_{n}(x) S_{1}(m, n)=R_{n}(x)
$$

and

$$
\sum_{n=0}^{m} E_{n} S_{1}(m, n)=R_{n}(0)
$$

## 3. Main Matrix Relations for the Boole Polynomials

In this section, the matrix relation of the Boole polynomial $\mathbf{R}(x)$, the approximate solution of the equation (3), the kernel function $K_{r s}(x)$ and the initial-boundary conditions the equation (2) are obtained.

We firstly introduce the following matrix relation of the Boole polynomial:

$$
\begin{equation*}
\mathbf{R}(x)=\mathbf{X}(x) \mathbf{H}^{\mathbf{T}} \tag{7}
\end{equation*}
$$

where

$$
\mathbf{R}(x)=\left[\begin{array}{llll}
1 & x-\frac{1}{2} & \ldots & R_{N}(x)
\end{array}\right], \mathbf{X}(x)=\left[\begin{array}{lllll}
1 & x & x^{2} & \ldots & x^{N}
\end{array}\right]
$$

and

$$
\mathbf{H}=\left[\begin{array}{cccc}
1 & 0 & 0 & \ldots \\
-\frac{1}{2} & 1 & 0 & \ldots \\
\frac{1}{2} & -2 & 1 & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

Then, the matrix form of the solution (3) is written as

$$
\begin{equation*}
y(x) \cong y_{N}(x)=\mathbf{R}(x) \mathbf{A} \tag{8}
\end{equation*}
$$

The $k$ th derivative of the equation (8) is given as follows:

$$
\begin{equation*}
y^{(k)}(x) \cong y_{N}^{(k)}(x)=\mathbf{R}^{(k)}(x) \mathbf{A}, \quad k=0,1 \ldots, m_{1} \tag{9}
\end{equation*}
$$

Combining the matrix form of the equation (7) with the matrix form the equation (9), we obtain

$$
\begin{equation*}
y^{(k)}(x) \cong y_{N}^{(k)}(x)=\mathbf{X}^{(k)}(x) \mathbf{H}^{\mathbf{T}} \mathbf{A}=\mathbf{X}(x) \mathbf{E}^{k} \mathbf{H}^{\mathbf{T}} \mathbf{A} \tag{10}
\end{equation*}
$$

where

$$
\mathbf{E}=\left[\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & N \\
0 & 0 & 0 & \ldots & 0
\end{array}\right]_{(N+1) \times(N+1)}, \mathbf{A}=\left[\begin{array}{c}
a_{0} \\
a_{1} \\
a_{2} \\
\vdots \\
a_{N}
\end{array}\right]_{1 \times(N+1)}
$$

[10, 13]. Using the equation (1), $\left(\alpha_{k j} x+\beta_{k j}\right)$ is written instead of $x$ for the matrix form of term $y^{(k)}\left(\alpha_{k j} x+\beta_{k j}\right)$. The matrix form is obtained as

$$
\begin{equation*}
y^{(k)}\left(\alpha_{k j} x+\beta_{k j}\right) \cong y_{N}^{(k)}\left(\alpha_{k j} x+\beta_{k j}\right)=\mathbf{X}\left(\alpha_{k j} x+\beta_{k j}\right) \mathbf{E}^{k} \mathbf{H}^{\mathbf{T}} \mathbf{A}, k=0,1 \ldots, m_{1} \tag{11}
\end{equation*}
$$

Here, the matrix relation between $\mathbf{X}\left(\alpha_{k j} x+\beta_{k j}\right)$ and $\mathbf{X}(x)$ is expressed as

$$
\begin{equation*}
\mathbf{X}\left(\alpha_{k j} x+\beta_{k j}\right)=\mathbf{X}(x) \mathbf{B}\left(\alpha_{k j}, \beta_{k j}\right) \tag{12}
\end{equation*}
$$

where

$$
\mathbf{B}\left(\alpha_{\mathbf{k j}}, \beta_{\mathbf{k j}}\right)=\left[\begin{array}{cccc}
\binom{0}{0} \alpha_{k j}^{0} \beta_{k j}^{0} & \binom{1}{0} \alpha_{k j}^{0} \beta_{k j}^{1} & \cdots & \binom{N}{0} \alpha_{k j}^{0} \beta_{k j}^{N} \\
0 & \binom{1}{1} \alpha_{k j}^{1} \beta_{k j}^{0} & \cdots & \binom{N}{1} \alpha_{k j}^{1} \beta_{k j}^{N-1} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \binom{N}{N} \alpha_{k j}^{N} \beta_{k j}^{0}
\end{array}\right]_{(N+1) \times(N+1)} .
$$

The relation (12) is written in to the equation (11) and the following relation is obtained.

$$
\begin{equation*}
y^{(k)}\left(\alpha_{k j} x+\beta_{k j}\right) \cong y_{N}^{(k)}\left(\alpha_{k j} x+\beta_{k j}\right)=\mathbf{X}(x) \mathbf{B}\left(\alpha_{k j}, \beta_{k j}\right) \mathbf{E}^{\mathbf{k}} \mathbf{H}^{\mathbf{T}} \mathbf{A}, k=0,1 \ldots, m_{1} \tag{13}
\end{equation*}
$$

Similarly, using equation (1), we obtain

$$
\begin{equation*}
y^{(r)}\left(\mu_{k j} t+\gamma_{k j}\right) \cong y_{N}^{(r)}\left(\mu_{k j} t+\gamma_{k j}\right)=\mathbf{X}(t) \mathbf{B}\left(\mu_{k j}, \gamma_{k j}\right) \mathbf{E}^{\mathbf{r}} \mathbf{H}^{\mathbf{T}} \mathbf{A}, k=0,1 \ldots, m_{3} \tag{14}
\end{equation*}
$$

The kernel function $K_{r s}(x, t)$ is expanded by the Taylor polynomial and the Boole polynomial, respectively,

$$
\begin{equation*}
{ }^{t} K_{r s}(x, t)=\sum_{r=0}^{N} \sum_{s=0}^{N}{ }^{t} k_{m n}^{r s} x^{m} t^{n} \text { and }{ }^{R} K_{r s}(x, t)=\sum_{r=0}^{N} \sum_{s=0}^{N}{ }^{R} k_{m n}^{r s} R_{m}(x) R_{n}(t) \tag{15}
\end{equation*}
$$

where

$$
{ }^{t} k_{m n}^{r s}=\frac{1}{m!n!} \frac{\partial^{m+n} k_{r s}(0,0)}{\partial x^{m} \partial t^{n}} \quad m, n=0,1,2, \ldots, N
$$

The matrix relations in the series of the equation (15) is given as follows:

$$
\begin{equation*}
K_{\mathbf{r s}}(x, t)=\mathbf{X}(x)^{\mathbf{t}} \mathbf{K}_{r s} \mathbf{X}^{\mathbf{T}}(t), K=\left[{ }^{t} k_{m n}^{r s}\right], \quad m, n=0,1,2, \ldots, N \tag{16}
\end{equation*}
$$

Thus, by using to the equation (15)

$$
\begin{equation*}
{ }^{\mathbf{R}} \mathbf{K}_{\mathbf{r s}}=\left(\mathbf{H}^{\mathbf{T}}\right)^{-1} \mathbf{t}_{\mathbf{r s}} \mathbf{H}^{-\mathbf{1}} \Rightarrow{ }^{\mathbf{t}} \mathbf{K}_{\mathbf{r s}}=\mathbf{H}^{\mathbf{T}} \mathbf{R}_{\mathbf{K}_{\mathbf{r s}}} \mathbf{H} \tag{17}
\end{equation*}
$$

is obtained.
Consequently, combining equation (10) and the equation (2), we get

$$
\begin{equation*}
\sum_{k=0}^{m-1}\left(a_{i k} \mathbf{X}(a)+b_{i k} \mathbf{X}(b)\right) \mathbf{E}^{\mathbf{k}} \mathbf{H}^{\mathbf{T}} \mathbf{A}=\eta_{i}, \quad i=0,1,2, \ldots, m-1 \tag{18}
\end{equation*}
$$

## 4. Collocation method

In this section, the matrix equations are obtained using the collocation points and the matrix relations presented in Section 3. Firstly, the matrix relations in the equation (13), (14) and (16) are substituted into the equation (1). Therefore, the following matrix equation is obtained:

$$
\begin{align*}
& \left\{\sum_{k=0}^{m_{1}} \sum_{j=0}^{m_{2}} p_{k j}(x) \mathbf{X}(x) \mathbf{B}\left(\alpha_{k j}, \beta_{k j}\right) \mathbf{E}^{\mathbf{k}} \mathbf{H}^{\mathbf{T}}\right. \\
& \left.-\sum_{r=0}^{m_{3}} \sum_{s=0}^{m_{4}} \lambda_{r s} \mathbf{X}(x)^{\mathbf{t}} \mathbf{K}_{\mathbf{r s}} \mathbf{Q}_{\mathbf{r s}} \mathbf{B}\left(\mu_{k j}, \gamma_{k j}\right) \mathbf{E}^{\mathbf{r}} \mathbf{H}^{\mathbf{T}}\right\} \mathbf{A}=f(x) \tag{19}
\end{align*}
$$

where

$$
\begin{gathered}
\mathbf{Q}_{\mathrm{rs}}(x)=\int_{v_{r s}(x)}^{\nu_{r s}(x)} \mathbf{X}^{\mathbf{T}}(t) \mathbf{X}(t) d t=\left[q_{m n}^{r s}(x)\right], r=0,1, \ldots, m_{3} ; s=0,1, \ldots, m_{4} \\
q_{m n}^{r s}(x)=\frac{\left(\nu_{r s}(x)^{m+n+1}-v_{r s}(x)^{m+n+1}\right)}{m+n+1}, \quad m, n=0,1, \ldots, N
\end{gathered}
$$

Lets define the collocation points as follows:

$$
\begin{equation*}
x_{i}=a+\frac{b-a}{N} i, \quad i=0,1, \ldots, N \tag{20}
\end{equation*}
$$

These points are substituted in the equation (19), the following system of the matrix equation is obtained

$$
\begin{align*}
& \left\{\sum_{k=0}^{m_{1}} \sum_{j=0}^{m_{2}} p_{k j}\left(x_{i}\right) \mathbf{X}\left(x_{i}\right) \mathbf{B}\left(\alpha_{k j}, \beta_{k j}\right) \mathbf{E}^{\mathbf{k}} \mathbf{H}^{\mathbf{T}}\right. \\
& \left.-\sum_{r=0}^{m_{3}} \sum_{s=0}^{m_{4}} \lambda_{r s} \mathbf{X}\left(x_{i}\right)^{\mathbf{t}} \mathbf{K}_{\mathbf{r s}} \mathbf{Q}_{\mathbf{r s}} \mathbf{B}\left(\mu_{k j}, \gamma_{k j}\right) \mathbf{E}^{\mathbf{r}} \mathbf{H}^{\mathbf{T}}\right\} \mathbf{A}=f\left(x_{i}\right) \tag{21}
\end{align*}
$$

Hence, fundamental matrix equation can be written as

$$
\begin{equation*}
\left\{\sum_{k=0}^{m_{1}} \sum_{j=0}^{m_{2}} \mathbf{P}_{\mathbf{k j}} \mathbf{X B}\left(\alpha_{k j}, \beta_{k j}\right) \mathbf{E}^{\mathbf{k}} \mathbf{H}^{\mathbf{T}}-\sum_{r=0}^{m_{3}} \sum_{s=0}^{m_{4}} \lambda_{r s} \overline{\mathbf{X}} \overline{\mathbf{K}_{\mathbf{r s}}} \overline{\mathbf{Q}_{\mathbf{r s}}} \overline{\mathbf{B}}\left(\mu_{k j}, \gamma_{k j}\right) \overline{\mathbf{E}^{\mathbf{r}}} \overline{\mathbf{H}^{\mathbf{T}}}\right\} \mathbf{A}=\mathbf{F} \tag{22}
\end{equation*}
$$

where

$$
\mathbf{P}_{\mathbf{k j}}=\left[\begin{array}{cccc}
P_{k j}\left(x_{0}\right) & 0 & \ldots & 0 \\
0 & P_{k j}\left(x_{1}\right) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & P_{k j}\left(x_{N}\right)
\end{array}\right]_{(N+1) \times(N+1)}, \mathbf{F}=\left[\begin{array}{c}
f\left(x_{0}\right) \\
f\left(x_{1}\right) \\
\vdots \\
f\left(x_{N}\right)
\end{array}\right]_{1 \times(N+1)}
$$

$$
\begin{aligned}
\\
\overline{\mathbf{H}^{T}}=\left[\begin{array}{c}
\mathbf{H}^{\mathbf{T}} \\
\mathbf{H}^{\mathbf{T}} \\
\vdots \\
\mathbf{H}^{\mathbf{T}}
\end{array}\right]_{(N+1) \times(N+1)^{2}}, \overline{\mathbf{Q}_{\mathbf{r s}}}=\left[\begin{array}{cccc}
\mathbf{Q}_{\mathbf{r s}}\left(x_{0}\right) & 0 & \ldots & 0 \\
0 & \mathbf{Q}_{\mathbf{r s}}\left(x_{1}\right) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathbf{Q}_{\mathbf{r s}}\left(x_{N}\right)
\end{array}\right]_{(N+1)^{2} \times(N+1)^{2}}, \\
\overline{\mathbf{E}^{\mathbf{r}}}=\left[\begin{array}{ccccc}
\mathbf{E}^{\mathbf{r}} & 0 & \ldots & 0 \\
0 & \mathbf{E}^{\mathbf{r}} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathbf{E}^{\mathbf{r}}
\end{array}\right]_{(N+1)^{\times}(N+1) r} \quad, \overline{\mathbf{K}_{\mathbf{r s}}}=\left[\begin{array}{cccc}
\mathbf{K}_{\mathbf{r s}} & 0 & \ldots & 0 \\
0 & \mathbf{K}_{\mathbf{r s}} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathbf{K}_{\mathbf{r s}}
\end{array}\right]_{(N+1)^{2} \times(N+1)^{2}}
\end{aligned}
$$

and

$$
\overline{\mathbf{B}}\left(\mu_{k j}, \gamma_{k j}\right)=\left[\begin{array}{cccc}
\mathbf{B}\left(\mu_{k j}, \gamma_{k j}\right) & 0 & \cdots & 0 \\
0 & \mathbf{B}\left(\mu_{k j}, \gamma_{k j}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{B}\left(\mu_{k j}, \gamma_{k j}\right)
\end{array}\right]_{(N+1)^{2} \times(N+1)^{2}}
$$

The equation (22) is modification of the equation (1). This matrix equation is the matrix equation with a system of $(N+1)$ linear algebraic equations and unknown Boole coefficients $a_{0}, a_{1}, \ldots, a_{N}$. Thus, the equation (22) is written as follows:

$$
\begin{equation*}
\mathbf{W A}=\mathbf{F} \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{W}=\sum_{k=0}^{m_{1}} \sum_{j=0}^{m_{2}} \mathbf{P}_{\mathbf{k j}} \mathbf{X B}\left(\alpha_{k j}, \beta_{k j}\right) \mathbf{E}^{\mathbf{k}} \mathbf{H}^{\mathbf{T}}-\sum_{r=0}^{m_{3}} \sum_{s=0}^{m_{4}} \lambda_{r s} \overline{\mathbf{X}} \overline{\mathbf{K}_{\mathbf{r s}}} \overline{\mathbf{Q}_{\mathbf{r s}}} \overline{\mathbf{B}}\left(\mu_{k j}, \gamma_{k j}\right) \overline{\mathbf{E}^{\mathbf{r}}} \overline{\mathbf{H}^{\mathbf{T}}} \tag{24}
\end{equation*}
$$

The matrix form of conditions of the equation (18) can also be represented as follows:

$$
\begin{equation*}
\mathbf{U}_{i} \mathbf{A}=\left[\eta_{i}\right] \text { or }\left[U_{i} ; \eta_{i}\right] ; \quad i=0,1,2, \ldots, m_{1}-1 \tag{25}
\end{equation*}
$$

where

$$
\mathbf{U}_{i}=\sum_{k=0}^{m_{1}-1}\left(a_{i k} \mathbf{X}(a)+b_{i k} \mathbf{X}(b)\right) \mathbf{E}^{\mathbf{k}} \mathbf{H}^{\mathbf{T}}=\left[\begin{array}{llll}
u_{i 0} & u_{i 1} & \ldots & u_{i N}
\end{array}\right], i=0,1, \ldots, m_{1}-1
$$

Finally, the $m$ rows of the augmented matrix form the equation (23) are deleted. The $m$ rows of the conditions the equation (25) are written instead of the deleted $m$ rows. As a result, the following new augmented matrix relation is obtained as

$$
[\widetilde{\mathbf{W}} ; \widetilde{\mathbf{F}}]=\left[\begin{array}{cccccc}
w_{00} & w_{01} & \ldots & w_{0 N} & ; & f\left(x_{0}\right)  \tag{26}\\
w_{10} & w_{11} & \ldots & w_{1 N} & ; & f\left(x_{1}\right) \\
\vdots & \vdots & \ddots & \vdots & ; & \vdots \\
w_{\left(N-m_{1}\right) 0} & w_{\left(N-m_{1}\right) 1} & \ldots & w_{\left(N-m_{1}\right) N} & ; & f\left(x_{\left.N-m_{1}\right)}\right. \\
u_{00} & u_{01} & \ldots & u_{0 N} & ; & \eta_{0} \\
u_{10} & u_{11} & \ldots & u_{1 N} & ; & \eta_{1} \\
\vdots & \vdots & \ddots & \vdots & ; & \vdots \\
u_{\left(m_{1}-1\right) 0} & u_{\left(m_{1}-1\right) 1} & \ldots & u_{\left(m_{1}-1\right) N} & ; & \eta_{m_{1}-1}
\end{array}\right] .
$$

If $\operatorname{rank} \widetilde{\mathbf{W}}=\operatorname{rank}[\widetilde{\mathbf{W}} ; \widetilde{\mathbf{F}}]=N+1$, the unknown Boole polynomials are obtained with $\mathbf{A}=(\widetilde{\mathbf{W}})^{\mathbf{- 1}} \widetilde{\mathbf{F}}$.Then, the Boole coefficients obtained are placed in the solution (3). As a result, the solutions of the equation (1) are reached.

## 5. Residual correction and Error estimation

In this section, the error function of the approximate solution has been given for the presented method. Also, the residual correction of the Boole polynomials solution has been developed. The residual function of the presented method is defined as

$$
\begin{equation*}
\Re_{N}(x)=L\left[y_{N}(x)\right]-f(x) \tag{27}
\end{equation*}
$$

where $y_{N}(x)$ is the Boole polynomials solution defined by the equation (3) of the problem, is the approximate solution of the problem. The error function $e_{N}(x)$ is defined as

$$
\begin{equation*}
e_{N}(x)=y(x)-y_{N}(x) \tag{28}
\end{equation*}
$$

with the exact solution $y(x)$. According to the equation (1), the equation (2), the equation (27) and the equation (28), the error differential equation is obtained as

$$
\begin{align*}
& \sum_{k=0}^{m_{1}} \sum_{j=0}^{m_{2}} p_{k j}(x) e_{N}^{(k)}\left(\alpha_{k j} x+\beta_{k j}\right)  \tag{29}\\
& -\sum_{r=0}^{m_{3}} \sum_{s=0}^{m_{4}} \lambda_{r s} \int_{v_{r s}(x)}^{\nu_{r s}(x)} K_{r s}(x, t) e_{N}^{(k)}\left(\mu_{r s} t+\gamma_{r s}\right) d t=f(x)+\Re_{N}(x)
\end{align*}
$$

with the homogeneous initial-boundary conditions

$$
\begin{equation*}
\sum_{k=0}^{m_{1}-1}\left(a_{i k} e_{N}^{(k)}(a)+b_{i k} e_{N}^{(k)}(b)\right)=0, \quad i=1,2,3, \ldots, m_{1}-1 \tag{30}
\end{equation*}
$$

By using the sum of $y_{N}(x)$ and $e_{N, M}(x)$, we obtain the corrected the Boole polynomials solution $y_{N, M}(x)=y_{N}(x)+e_{N, M}(x)$. In addition, using the Boole error function $e_{N}(x)$ and the estimated error function $e_{N, M}(x)$, the corrected Boole error function $e_{N, M}(x)$ is given as following

$$
E_{N, M}(x)=e_{N}(x)-e_{N, M}(x)=y_{N}(x)-y_{N, M}(x)
$$

## 6. Numerical examples

Example 1. For $0 \leq x, t \leq 1$, the equation is given as

$$
\begin{equation*}
y^{\prime \prime}(x)-(x-2) y^{\prime}(x)+y\left(2 x-\frac{1}{2}\right)=-2 x^{2}+\frac{13}{2} x+\frac{5}{2}+\int_{x-1}^{x+1}(x-1) y^{\prime}(t) d t \tag{31}
\end{equation*}
$$

with initial-boundary conditions $y(0)=2$ and $y^{\prime}(0)=-\frac{1}{2}$. The equation (31) is written as

$$
\begin{align*}
& y^{\prime \prime}(x)-(x-2) y^{\prime}(x)+y\left(2 x-\frac{1}{2}\right)=-2 x^{2}+\frac{13}{2} x+\frac{5}{2} \\
& -\int_{0}^{x-1}(x-1) y^{\prime}(t) d t+\int_{0}^{x+1}(x-1) y^{\prime}(t) d t \tag{32}
\end{align*}
$$

where $P_{00}=1, P_{10}=-(x-2), P_{20}=1, \alpha_{00}=2, \beta_{00}=-\frac{1}{2}, \lambda_{10}=-1, \lambda_{11}=1, \nu_{10}(x)=$ $(x-1), \nu_{11}(x)=(x+1), v_{10}(x)=v_{11}(x)=0, K_{10}(x, t)=K_{11}(x, t)=(x-1)$. For $N=3$ in interval $[0,1]$, the collocation points are obtained as

$$
\left\{x_{0}=0, x_{1}=\frac{1}{3}, x_{2}=1, x_{3}=\frac{2}{3}, x_{4}=1\right\}
$$

The fundamental matrix equation of the equation (32) is written as

$$
\begin{align*}
& \left\{\mathbf{P}_{20} \mathbf{X E}^{\mathbf{2}} \mathbf{H}^{\mathbf{T}}+\mathbf{P}_{\mathbf{1 0}} \mathbf{X E H}^{\mathbf{T}}+\mathbf{P}_{\mathbf{0 0}} \mathbf{X B}\left(2,-\frac{1}{2}\right) \mathbf{H}^{\mathbf{T}}\right. \\
& \left.-\lambda_{10} \overline{\mathbf{X}} \overline{K_{\mathbf{1 0}}} \overline{\mathbf{Q}_{\mathbf{1 0}}} \overline{\mathbf{E}} \overline{\mathbf{H}^{\mathbf{T}}}-\lambda_{11} \overline{\mathbf{X}} \overline{\mathbf{K}_{\mathbf{1 1}}} \overline{\mathbf{Q}_{\mathbf{1 1}}} \overline{\mathbf{E}} \overline{\mathbf{H}^{\mathbf{T}}}\right\} \mathbf{A}=\mathbf{F} \tag{33}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{P}_{\mathbf{0 0}}=\mathbf{P}_{\mathbf{2 0}}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]_{4 \times 4}, \mathbf{P}_{10}=\left[\begin{array}{llll}
2 & 0 & 0 & 0 \\
0 & \frac{5}{3} & 0 & 0 \\
0 & 0 & \frac{4}{3} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]_{4 \times 4}, \mathbf{H}^{\mathbf{T}}=\left[\begin{array}{cccc}
1 & -\frac{1}{2} & \frac{1}{2} & -\frac{3}{4} \\
0 & 1 & -2 & 5 \\
0 & 0 & 1 & -\frac{9}{2} \\
0 & 0 & 0 & 1
\end{array}\right]_{4 \times 4}, \\
& \overline{\mathbf{B}}\left(\mathbf{2},-\frac{\mathbf{1}}{\mathbf{2}}\right)=\operatorname{Diag}\left[\begin{array}{llll}
\mathbf{B}\left(\mathbf{2},-\frac{\mathbf{1}}{\mathbf{2}}\right) & \mathbf{B}\left(\mathbf{2},-\frac{\mathbf{1}}{\mathbf{2}}\right) & \mathbf{B}\left(\mathbf{2},-\frac{\mathbf{1}}{\mathbf{2}}\right) & \mathbf{B}\left(\mathbf{2},-\frac{\mathbf{1}}{\mathbf{2}}\right)
\end{array}\right]_{16 \times 16}, \\
& \overline{\mathbf{Q}_{10}}=\operatorname{Diag}\left[\begin{array}{llll}
\mathbf{Q}_{10}(0) & \mathbf{Q}_{\mathbf{1 0}}\left(\frac{\mathbf{1}}{\mathbf{3}}\right) & \mathbf{Q}_{\mathbf{1 0}}\left(\frac{\mathbf{2}}{\mathbf{3}}\right) & \mathbf{Q}_{\mathbf{1 0}}(\mathbf{1})
\end{array}\right]_{16 \times 16}, \\
& \overline{\mathbf{Q}_{11}}=\operatorname{Diag}\left[\begin{array}{llll}
\mathbf{Q}_{11}(0) & \mathbf{Q}_{\mathbf{1 1}}\left(\frac{\mathbf{1}}{\mathbf{3}}\right) & \mathbf{Q}_{\mathbf{1 1}}\left(\frac{\mathbf{2}}{\mathbf{3}}\right) & \mathbf{Q}_{\mathbf{1 1}}(\mathbf{1})
\end{array}\right]_{16 \times 16}, \\
& \overline{\mathbf{X}}=\operatorname{Diag}\left[\begin{array}{llll}
\mathbf{X}(0) & \mathbf{X}\left(\frac{\mathbf{1}}{\mathbf{3}}\right) & \mathbf{X}\left(\frac{\mathbf{2}}{\mathbf{3}}\right) & \mathbf{X}(\mathbf{1})]_{4 \times 16}, \overline{\mathbf{H}^{\mathbf{T}}}=\operatorname{Diag}\left[\begin{array}{llll}
\mathbf{H}^{\mathbf{T}} & \left.\mathbf{H}^{\mathbf{T}} \quad \mathbf{H}^{\mathbf{T}} \quad \mathbf{H}^{\mathbf{T}}\right]_{16 \times 4}, ~
\end{array}, \underline{\mathbf{K}}, ~\right.
\end{array}\right. \\
& \overline{\mathbf{K}_{\mathbf{1 0}}}=\operatorname{Diag}\left[\begin{array}{llll}
\mathbf{K}_{\mathbf{1 0}} & \mathbf{K}_{\mathbf{1 0}} & \mathbf{K}_{\mathbf{1 0}} & \mathbf{K}_{\mathbf{1 0}}
\end{array}\right]_{16 \times 16}, \overline{\mathbf{K}_{\mathbf{1 1}}}=\operatorname{Diag}\left[\begin{array}{llll}
\mathbf{K}_{\mathbf{1 1}} & \mathbf{K}_{\mathbf{1 1}} & \mathbf{K}_{\mathbf{1 1}} & \mathbf{K}_{\mathbf{1 1}}
\end{array}\right]_{16 \times 16}, \\
& \overline{\mathbf{E}}=\operatorname{Diag}\left[\begin{array}{llll}
\mathbf{E} & \mathbf{E} & \mathbf{E} & \mathbf{E}
\end{array}\right]_{16 \times 16}
\end{aligned}
$$

From solution of the equation (32)

$$
[\mathbf{W} ; \mathbf{F}]=\left[\begin{array}{cccccc}
1 & 3 & -\frac{17}{4} & \frac{17}{2} & ; & \frac{5}{2} \\
1 & \frac{8}{3} & -\frac{65}{36} & \frac{35}{27} & ; & \frac{40}{9} \\
1 & \frac{7}{3} & \frac{7}{36} & -\frac{151}{54} & ; & \frac{107}{18} \\
1 & 2 & \frac{7}{4} & -4 & ; & 7
\end{array}\right]
$$

According to the problem (31), the matrix form of conditions (25)is written as

$$
\left[\mathbf{U}_{\mathbf{0}} ; \lambda_{\mathbf{0}}\right]=\left[\begin{array}{lllll}
1 & -\frac{1}{2} & \frac{1}{2} & -\frac{3}{4} & ; 2
\end{array}\right] \operatorname{and}\left[\mathbf{U}_{\mathbf{1}} ; \lambda_{\mathbf{1}}\right]=\left[\begin{array}{lllll}
0 & 1 & -2 & 5 & ;-\frac{1}{2}
\end{array}\right]
$$

In the augmented matrix, the $3^{r d}$ and $4^{t h}$ rows are deleted and the matrix form of conditions are written. As a result, the following matrix is gained.

$$
[\widetilde{\mathbf{W}} ; \widetilde{\mathbf{F}}]=\left[\begin{array}{cccccc}
1 & 3 & -\frac{17}{4} & \frac{17}{2} & ; & \frac{5}{2} \\
1 & \frac{8}{3} & -\frac{65}{36} & \frac{35}{27} & ; & \frac{40}{9} \\
1 & -\frac{1}{2} & \frac{1}{2} & -\frac{3}{4} & ; & 2 \\
0 & 1 & -2 & 5 & ; & -\frac{1}{2}
\end{array}\right]
$$

This matrix is solved and the unknown Boole coefficients (or the Boole numbers) are found as

$$
\mathbf{A}=\left[\begin{array}{llll}
\frac{9}{4} & \frac{3}{2} & 1 & 0
\end{array}\right]^{T}
$$

For $N=3$, the Boole coefficients obtained are written in the solution (3). The Boole polynomials solution of the equation (31) is obtained as follows

$$
y(x)=x^{2}-\frac{1}{2} x+2
$$

This is the exact solution of the given problem (31).
Example 2. The following problem

$$
\begin{equation*}
y^{\prime}(x)=y(x-1)+\int_{x-1}^{x} y(t) d t \tag{34}
\end{equation*}
$$

is given with the initial-boundary conditions $y(0)=1[32,44]$. The exact solution of this equation is $y(x)=e^{x}$. The exact solution $y(x)$, the Boole solutions $y_{N}(x)$ and the corrected Boole solutions $y_{N, M}(x)$ of the problem (34) are calculated for the values $N, M=4,5$ and $N, M=8,9$. These results are shown in Figure 1 for $N, M=8,9$. Also, the absolute error function $\left|e_{N}\right|$, the estimated error function $\left|e_{N, M}\right|$ and the corrected Boole error function $\left|E_{N, M}\right|$ of the problem (34) are obtained for the values $N, M=4,5$ and $N, M=8,9$. Additionally, the authors in reference [44] are solved the problem (34) using the Laguerre collocation method (LCM). The absolute error functions, the estimated error functions and the corrected error functions of the problem (34) are compared with the presented method and the Laguerre collocation method (LCM), in Table 1 and 2.

Table 1. The comparison of the absolute error functions, the estimated error functions and the corrected error functions of the presented method and the LCM for problem (34).

|  | Presented Method |  |  |  | Laguerre Collocation Method [44] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{i}$ | $\left\|e_{N}\right\|$ | $\left\|e_{N, M}\right\|$ | $\left\|E_{N, M}\right\|$ | $\left\|e_{N}\right\|$ | $\left\|e_{N, M}\right\|$ | $\left\|E_{N, M}\right\|$ |  |
|  | $N=4$ | $N, M=4,5$ | $N, M=4,5$ | $N=4$ | $N, M=4,5$ | $N, M=4,5$ |  |
| 0 | 0 | 0 | 0 | $2.4425 \mathrm{e}-015$ | $1.2212 \mathrm{e}-014$ | $9.7700 \mathrm{e}-015$ |  |
| 0.2 | $5.6620 \mathrm{e}-04$ | $7.2149 \mathrm{e}-04$ | $1.5529 \mathrm{e}-04$ | $4.1670 \mathrm{e}-004$ | $5.5366 \mathrm{e}-004$ | $1.3696 \mathrm{e}-004$ |  |
| 0.4 | $1.3027 \mathrm{e}-03$ | $1.5284 \mathrm{e}-03$ | $2.2572 \mathrm{e}-04$ | $1.4750 \mathrm{e}-003$ | $1.8183 \mathrm{e}-003$ | $3.4334 \mathrm{e}-004$ |  |
| 0.6 | $1.7643 \mathrm{e}-03$ | $1.9855 \mathrm{e}-03$ | $2.2121 \mathrm{e}-04$ | $2.4747 \mathrm{e}-003$ | $2.8991 \mathrm{e}-003$ | $4.2442 \mathrm{e}-004$ |  |
| 0.8 | $1.9854 \mathrm{e}-03$ | $2.1937 \mathrm{e}-03$ | $2.0835 \mathrm{e}-04$ | $2.9179 \mathrm{e}-003$ | $3.2314 \mathrm{e}-003$ | $3.1354 \mathrm{e}-004$ |  |
| 1.0 | $3.0124 \mathrm{e}-03$ | $3.1842 \mathrm{e}-03$ | $1.7186 \mathrm{e}-04$ | $3.0410 \mathrm{e}-003$ | $3.0791 \mathrm{e}-003$ | $3.8131 \mathrm{e}-005$ |  |

TABLE 2. The comparison of the absolute error functions, the estimated error functions and the corrected error functions of the presented method and the LCM for problem (34).

|  | Presented Method |  |  |  | Laguerre Collocation Method [44] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{i}$ | $\left\|e_{N}\right\|$ | $\left\|e_{N, M}\right\|$ | $\left\|E_{N, M}\right\|$ | $\left\|e_{N}\right\|$ | $\left\|e_{N, M}\right\|$ | $\left\|E_{N, M}\right\|$ |  |
|  | $N=8$ | $N, M=8,9$ | $N, M=8,9$ | $N=8$ | $N, M=8,9$ | $N, M=8,9$ |  |
| 0 | 0 | 0 | 0 | $3.1308 \mathrm{e}-014$ | $1.3840 \mathrm{e}-012$ | $1.3527 \mathrm{e}-012$ |  |
| 0.2 | $1.0885 \mathrm{e}-06$ | $9.7953 \mathrm{e}-07$ | $1.0902 \mathrm{e}-07$ | $1.5829 \mathrm{e}-006$ | $2.4889 \mathrm{e}-006$ | $9.0600 \mathrm{e}-007$ |  |
| 0.4 | $1.2423 \mathrm{e}-06$ | $8.9501 \mathrm{e}-07$ | $3.4727 \mathrm{e}-07$ | $2.1689 \mathrm{e}-006$ | $3.3111 \mathrm{e}-006$ | $1.1422 \mathrm{e}-006$ |  |
| 0.6 | $8.4992 \mathrm{e}-07$ | $2.9388 \mathrm{e}-07$ | $5.5604 \mathrm{e}-07$ | $2.0004 \mathrm{e}-006$ | $2.8536 \mathrm{e}-006$ | $8.5320 \mathrm{e}-007$ |  |
| 0.8 | $4.9047 \mathrm{e}-07$ | $1.9043 \mathrm{e}-07$ | $6.8090 \mathrm{e}-07$ | $1.7385 \mathrm{e}-006$ | $2.1082 \mathrm{e}-006$ | $3.6970 \mathrm{e}-007$ |  |
| 1.0 | $4.6580 \mathrm{e}-07$ | $2.9577 \mathrm{e}-07$ | $7.6157 \mathrm{e}-07$ | $1.8455 \mathrm{e}-006$ | $1.7977 \mathrm{e}-006$ | $4.7802 \mathrm{e}-008$ |  |

Example 3. For $0 \leq x, t \leq 1$, the first order integro-differential equations is given as
$y^{\prime}(x)=y(x)-2 y^{\prime}\left(x-\frac{1}{2}\right)+\left(x-x^{2}\right) y\left(\frac{1}{2} x-1\right)+\int_{0}^{x} x e^{-t} y(t) d t+\int_{0}^{\frac{x}{2}}\left(x^{2}-2 t-2\right) y^{\prime}(t) d t+f(x)$,
with initial-boundary conditions $y(0)=y^{\prime}(0)=1[14,44]$. Here, the exact solution of this equation is $y(x)=e^{x}$ and $g(x)=-\left(x-x^{2}\right) e^{\frac{x}{2}-1}+2 e^{x-\frac{1}{2}}-x^{2} e^{\frac{x}{2}}+x e^{\frac{x}{2}}$. For $N, M=7,8$, the exact solution $y(x)$, the Boole solutions $y_{N}(x)$ and the corrected Boole solutions $y_{N, M}(x)$ of the problem (35) are calculated and compared in Figure 2. The error functions $\left|e_{N}\right|$, the estimated error functions $\left|e_{N, M}\right|$ and the corrected Boole error functions $\left|E_{N, M}\right|$ of the
problem (35) are obtained for the values $N, M=7,8$. The Bernouli collocation method (BCM) are used by authors in [14] to solve problem (35) for $N, M=7,8$. In Table 3, the error functions $\left|e_{N}\right|$, the estimated error functions $\left|e_{N, M}\right|$ and the corrected error functions $\left|E_{N, M}\right|$ of the problem (35) are compared with the presented method and the Bernoulli collocation method (BCM).

Table 3. The comparison of the absolute error functions, the estimated error functions and the corrected error functions of the presented method and the BCM for problem (35).

|  | Presented Method |  |  | Bernoulli Collocation Method [14] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{i}$ | $\left\|e_{N}\right\|$ | $\left\|e_{N, M}\right\|$ | $\left\|E_{N, M}\right\|$ | $\left\|e_{N}\right\|$ | $\left\|e_{N, M}\right\|$ | $\left\|E_{N, M}\right\|$ |
|  | $N=7$ | $N, M=7,8$ | $N, M=7,8$ | $N=7$ | $N, M=7,8$ | $N, M=7,8$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0.2 | $7.4141 \mathrm{e}-07$ | $7.5814 \mathrm{e}-07$ | $1.6721 \mathrm{e}-08$ | $7.4141 \mathrm{e}-07$ | $7.5814 \mathrm{e}-07$ | $1.6721 \mathrm{e}-08$ |
| 0.4 | $1.3555 \mathrm{e}-06$ | $1.2028 \mathrm{e}-06$ | $1.5276 \mathrm{e}-07$ | $1.3555 \mathrm{e}-06$ | $1.2028 \mathrm{e}-06$ | $1.5276 \mathrm{e}-07$ |
| 0.6 | $4.1432 \mathrm{e}-07$ | $5.4210 \mathrm{e}-08$ | $3.6011 \mathrm{e}-07$ | $4.1432 \mathrm{e}-06$ | $5.4210 \mathrm{e}-08$ | $3.6011 \mathrm{e}-07$ |
| 0.8 | $1.9036 \mathrm{e}-06$ | $2.1524 \mathrm{e}-06$ | $2.4881 \mathrm{e}-07$ | $1.9036 \mathrm{e}-06$ | $2.1524 \mathrm{e}-06$ | $2.4881 \mathrm{e}-07$ |
| 1.0 | $3.3473 \mathrm{e}-06$ | $3.0698 \mathrm{e}-06$ | $2.7749 \mathrm{e}-07$ | $3.3473 \mathrm{e}-06$ | $3.0698 \mathrm{e}-06$ | $2.7749 \mathrm{e}-07$ |

Example 4. In this example, the Volterra delay integro-differential equation

$$
\begin{equation*}
y^{\prime}(x)=-(6+\sin (x)) y(x)+y\left(x-\frac{\pi}{4}\right)-\int_{x-\frac{\pi}{4}}^{x} \sin (t) y(t) d t, \quad x \geq 0 \tag{36}
\end{equation*}
$$

is considered with initial-boundary conditions $y(0)=e[16,32]$. Here, the exact solution of this equation is $y(x)=e^{\cos (x)}$. For $N, M=13,14$, the exact solution $y(x)$, the Boole solutions $y_{N}(x)$ and the corrected Boole solutions $y_{N, M}(x)$ of the problem (36) are calculated. These results are compared in the Figure 3. Also,the Taylor collocation method (TCM) are used by the authors in reference [16] to solve the problem (36). The absolute error functions $\left|e_{N}\right|$ and the estimated error functions $\left|E_{N, M}\right|$ of the problem (36) have been calculated by the presented method for $N, M=4,5, N, M=9,10$ and $N, M=13,14$. The values of the absolute error functions and the estimated error functions are compared with the Taylor collocation method (TCM) in Table 4 and Table 5, respectively.

Table 4. The comparison of the absolute error functions of the presented method and the TCM for problem (36).

|  | Presented Method |  |  |  | Taylor Collocation Method [16] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{i}$ | $\left\|e_{4}\right\|$ | $\left\|e_{9}\right\|$ | $\left\|e_{13}\right\|$ | $\left\|e_{4}\right\|$ | $\left\|e_{9}\right\|$ | $\left\|e_{13}\right\|$ |  |
| 0 | 0 | 0 | $7.1054 \mathrm{e}-15$ | 0 | 0 | 0 |  |
| 0.2 | $5.2753 \mathrm{e}-04$ | $4.0774 \mathrm{e}-07$ | $9.1747 \mathrm{e}-06$ | $0.52753 \mathrm{e}-3$ | $0.40761 \mathrm{e}-6$ | $0.89207 \mathrm{e}-5$ |  |
| 0.4 | $6.2596 \mathrm{e}-04$ | $3.4248 \mathrm{e}-05$ | $3.6366 \mathrm{e}-06$ | $0.62596 \mathrm{e}-3$ | $0.34247 \mathrm{e}-4$ | $0.39875 \mathrm{e}-5$ |  |
| 0.6 | $4.9358 \mathrm{e}-04$ | $3.1869 \mathrm{e}-05$ | $8.3322 \mathrm{e}-06$ | $0.49358 \mathrm{e}-3$ | $0.31869 \mathrm{e}-4$ | $0.10439 \mathrm{e}-5$ |  |
| 0.8 | $1.9473 \mathrm{e}-04$ | $1.1447 \mathrm{e}-05$ | $3.6703 \mathrm{e}-06$ | $0.19473 \mathrm{e}-3$ | $0.11447 \mathrm{e}-4$ | $0.10260 \mathrm{e}-5$ |  |
| 1.0 | $1.2256 \mathrm{e}-02$ | $1.1688 \mathrm{e}-06$ | $2.1717 \mathrm{e}-07$ | $0.12256 \mathrm{e}-1$ | $0.11688 \mathrm{e}-5$ | $0.50482 \mathrm{e}-6$ |  |

TABLE 5. The comparison of the estimated error functions of the presented method and the TCM for problem (36).

|  | Presented Method |  |  |  | Taylor Collocation Method [16] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{i}$ | $\left\|e_{4,5}\right\|$ | $\left\|e_{9,10}\right\|$ | $\left\|e_{13,14}\right\|$ | $\left\|e_{4,5}\right\|$ | $\left\|e_{9,10}\right\|$ | $\left\|e_{13,14}\right\|$ |  |
| 0 | $1.0842 \mathrm{e}-19$ | $1.3010 \mathrm{e}-18$ | $1.6653 \mathrm{e}-16$ | 0 | 0 | 0 |  |
| 0.2 | $6.3375 \mathrm{e}-04$ | $8.9251 \mathrm{e}-06$ | $6.7174 \mathrm{e}-07$ | $0.19423 \mathrm{e}-6$ | $0.25852 \mathrm{e}-10$ | $0.30750 \mathrm{e}-15$ |  |
| 0.4 | $1.6206 \mathrm{e}-03$ | $1.3963 \mathrm{e}-06$ | $1.7431 \mathrm{e}-07$ | $0.11481 \mathrm{e}-6$ | $0.32028 \mathrm{e}-10$ | $0.38264 \mathrm{e}-14$ |  |
| 0.6 | $7.5441 \mathrm{e}-04$ | $6.0725 \mathrm{e}-06$ | $5.2337 \mathrm{e}-07$ | $0.32789 \mathrm{e}-7$ | $0.16568 \mathrm{e}-9$ | $0.16943 \mathrm{e}-13$ |  |
| 0.8 | $2.9467 \mathrm{e}-04$ | $2.8320 \mathrm{e}-06$ | $2.3742 \mathrm{e}-07$ | $0.53322 \mathrm{e}-6$ | $0.73745 \mathrm{e}-9$ | $0.92470 \mathrm{e}-13$ |  |
| 1.0 | $1.0692 \mathrm{e}-02$ | $7.9573 \mathrm{e}-07$ | $1.6906 \mathrm{e}-08$ | $0.23872 \mathrm{e}-5$ | $0.22349 \mathrm{e}-8$ | $0.36194 \mathrm{e}-12$ |  |



Figure 1. The comparison of the exact solutions, the Boole solutions and the corrected Boole solutions of the problem (34) for the values $N, M=8,9$.


Figure 2. The comparison of the exact solutions, the Boole solutions and the corrected Boole solutions of the problem (35) for the values $N, M=7,8$.

## 7. Conclusions

The Boole matrix method has been developed to find Boole solution of the general functional integro-differential equations with hybrid delay. This method has been used to obtain the approximate solutions and the error estimations based on residual function of


Figure 3. The comparison of the exact solutions, the Boole solutions and the corrected Boole solutions of the problem (36) for the values $N, M=$ 13,14 .
the problems. The results show that the presented method is both usable and reliable. The presented method has been written in MATLAB program code. In this way, the results have been easily obtained. The presented method was used to obtain the Boole solutions and the error functions of the problem (34) for the values $N, M=4,5$ and $N, M=8,9$. Additionally, the results of the error functions have been compared with the Laguerre collocation method. For the values $N, M=7,8$, the presented method was used to calculate the error functions and the Boole solutions for problem (35). These results were compared with the Bernoulli collocation method. The Boole solutions and error functions of problem (36) was solved for values $N, M=4,5, N, M=9,10$ and $N, M=$ 13,14 , using the presented method. The results of the error functions were compared with those obtained using the Taylor collocation method. In future studies, the Boole matrix method can be improved for the approximate solutions the system of integro differential equations, nonlinear integro differential equations, integro-differential-difference equations or different models of these equations.

## References

[1] Aziz, I. and Al-Fhaid, A. S., (2014), An improved method based on Haar wavelets for numerical solution of nonlinear integral and integro-differential equations of first and higher orders, J. Comput. App. Math., 260, pp. 449-469.
[2] Adel, W., (2022), A Numerical Technique for Solving a Class of Fourth-Order Singular Singularly Perturbed and Emden-Fowler Problems Arising in Astrophysics, International Journal of Applied and Computational Mathematics, 8(5), pp. 1-18.
[3] Adel, W., (2020), A fast and efficient scheme for solving a class of nonlinear Lienard's equations. Mathematical Sciences, 14(2), pp. 167-175.
[4] Adel, W., Erdem Biçer, K. and Sezer, M., (2021). A Novel Numerical Approach for Simulating the Nonlinear MHD Jeffery-Hamel Flow Problem. International Journal of Applied and Computational Mathematics, 7(3), pp. 1-15.
[5] Adel, W., Rezazadeh, H., Eslami, M., and Mirzazadeh, M. (2020). A numerical treatment of the delayed Ambartsumian equation over large interval, Journal of Interdisciplinary Mathematics, 23(6), pp. 1077-1091.
[6] Adel, W., Sabir, Z., (2020). Solving a new design of nonlinear second-order Lane-Emden pantograph delay differential model via Bernoulli collocation method, The European Physical Journal Plus, 135(5), pp. 1-12.
[7] Adel, W., Sabir, Z., Rezazadeh, H. and Aldurayhim, A., (2022), Application of a Novel Collocation Approach for Simulating a Class of Nonlinear Third-Order Lane-Emden Model, Mathematical Problems in Engineering, 2022.
[8] Balcı, M. A. and Sezer, M., (2016), Hybrid Euler-Taylor matrix method for solving of generalized linear Fredholm integro-differential difference equations, Appl. Math. Comput., 273, pp. 33-41.
[9] Bayad, A., Simsek, Y. and Srivastava, H. M., (2014), Some array type polynomials associated with special numbers and polynomials, Appl. Math. Comput., 244, pp. 149-157.
[10] Dağ, H. G. and Erdem Biçer, K., (2020), Boole collocation method based on residual correction for solving linear Fredholm integro-differential equation, Journal of Science and Arts, 20(3), pp. 597-610.
[11] Dehghan, M. and Saadatmandi, A., (2008), Chebyshev finite difference method for Fredholm integrodifferential equation, Int. J. Computer Math., 85(1), pp. 123-130.
[12] El-Gamel, M., Adel, W. and El-Azab M. S., (2022), Eigenvalues and eigenfunctions of fourth-order sturm-liouville problems using Bernoulli series with Chebychev collocation points, International Journal of Applied and Computational Mathematics, Mathematical Sciences, 16(1), pp. 97-104.
[13] Erdem Biçer, K. and Dağ, H. G., (2021), Boole approximation method with residual error function to solve linear Volterra integro-differential equations, Celal Bayar University Journal of Science, 17(1), pp. 59-66.
[14] Erdem Biçer, K. and Sezer, M., (2017), Bernoulli matrix-collocation method for solving general functional integro-differential equations with hybrid delays, J. Inequal. Spec. Funct., 8(3), pp. 85-99.
[15] Erdem, K., Yalçinbaş, S. and Sezer, M., (2013), A Bernoulli polynomial approach with residual correction for solving mixed linear Fredholm integro-differential-difference equations, J. Difference Equ. Appl., 19(10), pp. 1619-1631.
[16] Gökmen, E., Gürbüz, B. and Sezer, M., (2018), A numerical technique for solving functional integrodifferential equations having variable bounds, Comput. Appl. Math., 37, pp. 5609-5623.
[17] Gümgüm, S., Baykuş Savaşaneril, N., Kürkçü, Ö. K. and Sezer, M., (2018), A numerical technique based on Lucas polynomials together with standard and Chebyshev-Lobatto collocation points for solving functional integro-differential equations involving variable delays, Sakarya University Journal of Science, 22(6), pp. 1659-1668.
[18] Hendi, F. A. and Al-Qarni, M. M., (2019), The variational Adomian decomposition method for solving nonlinear two-dimensional Volterra-Fredholm integro-differential equation, Journal of King Saud University-Science, 31(1), pp. 110-113.
[19] Hesameddini, E. and Shahbazi, M., (2019), Solving multipoint problems with linear Volterra-Fredholm integro-differential equations of the neutral type using Bernstein polynomials method, Appl. Numer. Math., 136, pp. 122-138.
[20] Hosseini, S. M. and Shahmorad, S., (2003), Numerical solution of a class of integro-differential equations by the Tau method with an error estimation, Appl. Math. Comput., 136(2-3), pp. 559-570.
[21] Izadi. M., Srivastava, H. M. and Adel, W., (2022), An Effective Approximation Algorithm for SecondOrder Singular Functional Differential Equations, Axioms, 11(3), 133.
[22] Izadi. M., Yüzbaşı, Ş. and Adel, W., (2022), Accurate and efficient matrix techniques for solving the fractional Lotka-Volterra population model, Physica A: Statistical Mechanics and its Applications, 127558.
[23] Izadi. M., Yüzbaşı, Ş. and Adel, W., (2022), A new Chelyshkov matrix method to solve linear and nonlinear fractional delay differential equations with error analysis, Mathematical Sciences, 1-18.
[24] Jordan, C., (1950), Calculus of Finite Differences, Chelsea Publishing Company, New York.
[25] Khorrami, N., Shamloo, A. S. and Parsa Moghaddam, B., (2019), Nystrom method for solution of fredholm integral equations of the second kind under interval data, Journal of Intelligent \& Fuzzy Systems, 36(3), pp. 2807-2816.
[26] Kim, D.S., Kim, T., and Seo, J. J. (2013), A note on Changhee polynomials and numbers, Adv. Stud. Theor. Phys, 7(20), pp. 993-1003.
[27] Kim, D., Şimsek, Y. and So, J. S. (2019), Identities and computation formulas for combinatorial numbers including negative order Changhee polynomials, Symmetry, 12(1), pp. 9.
[28] Kürkçü, Ö. K., Aslan, E. and Sezer, M. (2016), A numerical approach with error estimation to solve general integro-differential-difference equations using Dickson polynomials, Appl. Math. Comput., 276, pp. 324-339.
[29] Lv, X. and Gao, Y., (2012), Reproducing Kernel Space Method for the Solution of Linear Fredholm Integro-Differential Equations and Analysis of Stability, Abstr. Appl. Anal. 2012, Hindawi.
[30] Oğuz, C. and Sezer, M., (2015), Chelyshkov collocation method for a class of mixed functional integrodifferential equations, Appl. Math. Comput., 259, pp. 943-954.
[31] Rashidinia, J. and Tahmasebi, A., (2013), Approximate solution of linear integro-differential equations by using modified Taylor expansion method, World journal of Modelling and Simulation, 9(4), pp. 289301.
[32] Rihan, F. A., Doha, E. H., Hassan, M. I. and Kamel, N. (2009), Numerical treatments for Volterra delay integro-differential equations, Computational Methods in Applied Mathematics, 9(3), pp. 292-318
[33] Roman S., (1984), The Umbral Calculus, Academic Press, New York,
[34] So, J. S. and Simsek, Y., (2020), Derivation of computational formulas for Changhee polynomials and their functional and differential equations, J. Inequal. Appl., 2020(1), pp. 1-22.
[35] Srinivasa, K., Rezazadeh, H. and Adel, W. (2022). An effective numerical simulation for solving a class of Fokker-Planck equations using Laguerre wavelet method. Mathematical Methods in the Applied Sciences, 45(11), pp. 6824-6843.
[36] Srivastava, H. M., Kucukoğlu, I. and Simsek, Y., (2017), Partial differential equations for a new family of numbers and polynomials unifying the Apostol-type numbers and the Apostol-type polynomials. J. Number Theory, 181, pp. 117-146.
[37] Şimşek, Y., (2013), Generating functions for generalized Stirling type numbers, array type polynomials, Eulerian type polynomials and their applications, Fixed point theory and applications, 2013(1), pp. 1-28.
[38] Şimşek, Y., (2020), A new family of combinatorial numbers and polynomials associated with Peters numbers and polynomials, Appl. Anal. Discrete Math., 14(3), pp. 627-640
[39] Şimşek, Y., (2020), On Boole-type combinatorial numbers and polynomials, Filomat, 34(2), pp. 559565.
[40] Şimşek, Y., (2019), Peters type polynomials and numbers and their generating functions: approach with p-adic integral method, Math. Methods Appl. Sci., 42(18), pp. 7030-7046.
[41] Şimşek, Y., (2019), Explicit formulas for p-adic integrals: Approach to p-adic distributions and some families of special numbers and polynomials, arXiv preprint arXiv:1910.09296.
[42] Şimşek, Y., (2018), Construction of some new families of Apostol-type numbers and polynomials via Dirichlet character and p-adic q-integrals, Turk. J. Math., 42(2), pp. 557-577.
[43] Şimşek, Y. and So, J. S., (2019), On generating functions for Boole type polynomials and numbers of higher order and their applications, Symmetry, 11(3), pp. 352.
[44] Yüzbaşı, Ş., (2014), Laguerre approach for solving pantograph-type Volterra integro-differential equations, Appl. Math. Comput., 232, pp. 1183-1199.
[45] Yüzbaşı, Ş., (2017), Shifted Legendre method with residual error estimation for delay linear Fredholm integro-differential equations, Journal of Taibah University for Science, 11(2), pp. 344-352.
[46] Zhao J., Cao Y., Xu Y., (2017), Sinc numerical solution for pantograph Volterra delay-integrodifferential equation, Int. J. Comput. Math., 94, pp. 853-865.
(6), pp. 383-392.


Kübra ERDEM BİÇER graduated from Manisa Celal Bayar University, Department of Mathematics in 2007. She completed her MS degree in Applied Mathematics at Manisa Celal Bayar University, in 2010. In 2014, she completed her Ph.D. She began working as a research assistant at Manisa Celal Bayar University, in 2011. Since 2018, she has continued to work as an assistant professor at Manisa Celal Bayar University. Her areas of study are differential equations, partial differential equations, integral equations and numerical analysis.


Hale Gül DAĞ graduated from Bartın University, Faculty of Education, Department of Elementary Mathematics Education in 2017. In 2021, she completed her MS degree in Applied Mathematics at Manisa Celal Bayar University in Manisa. She has been studying her Ph.D. at Manisa Celal Bayar University since 2021. Her areas of study are differential equations, integral equations and numerical analysis. She has worked as a Math Teacher in Yozgat since 2019.


[^0]:    ${ }^{1}$ Manisa Celal Bayar University, Department of Mathematics, Manisa, Turkey. e-mail: kubra.erdem@cbu.edu.tr; ORCID: https://orcid.org/0000-0002-4998-6531. e-mail: halegul.dag@hotmail.com; ORCID: https://orcid.org/0000-0003-4378-0177.

    * Corresponding author.
    § Manuscript received: October 04, 2022; accepted: April 06, 2023
    TWMS Journal of Applied and Engineering Mathematics, Vol.14, No. 3 (C) Işık University, Department of Mathematics, 2024; all rights reserved.

