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NUMERICAL METHOD BASED ON BOOLE POLYNOMIAL FOR
SOLUTION OF GENERAL FUNCTIONAL INTEGRO-DIFFERENTIAL
EQUATIONS WITH HYBRID DELAYS

KUBRA ERDEM BICER', HALE GUL DAG, §

ABSTRACT. In this paper, the approximate solution of general functional integro dif-
ferential equaions with hybrid delays is examined using of Boole polynomials and the
collocation points. The solution is obtained as a truncated Boole series on a closed in-
terval in the set of real numbers. By using this method, the approximate solutions of
the problems are found. In addition, the error functions of the solutions are calculated
by using the residual functions. Furthermore, the fundamental properties of the Boole
polynomials and their generating functions are studied. Relationships between Boole
polynomials and numbers, Stirling numbers and Euler polynomials and numbers are
presented.

Keywords: Numerical methods, general functional integro-differential equations,Boole
polynomial, the error analysis.
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1. INTRODUCTION

Integro-differential equations are used in modelling phenomena in sciences and engi-
neering. The functional integro-differential equations have many applications in areas
such as mathematics, engineering, astronomy, biology and economics [9, 27]. In recent
years, scientists have examined various applications of these equations and improving the
numerical methods for the approximate solutions. The differential equations have been
solved by using the numerical methods based on the Bernoulli polynomials [2, 3, 4, 6, 7, 12],
the shifted Bernoulli polynomials [5], the Bessel polynomials [21] and the Morgan-Voyce
polynomials [22]. Also, for these equations, the Laguerre wavelet collocation method [35]
and the Chelyshkov collocation method [23] have been improved. In addition to, the
Haar wavelets method [1], the Hybrid Euler-Taylor matrix method [8], a Chebyshev fi-
nite difference method [11], the variational Adomian decomposition method [18], the tau
method [20], the kernel space method [29], the modified Taylor expansion method [31],
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the Sinc collocation method [46], the Bernoulli matrix-collocation method [14, 15] and the
Bernstein polynomials method [19] have been applied for solving the integro-differential
equations. The Nystrom method has been used to solve the Fredholm integral equations
of the second kind under interval data [25]. A numerical method based on Chelyshkov
polynomials has been presented to solve the linear functional integro-differential equations
[30]. For the approximate solutions of the pantograph-type Volterra integro-differential
equations, a collocation method based on Laguerre polynomials has been improved [44].
The Lucas matrix-collocation technique has been used for the solutions of the functional
integro-differential equation with variable delays [17]. The approximate solutions of the
delay linear Fredholm integro-differential equations have been gained by a matrix method
based on the shifted Legendre polynomials [45]. A matrix method based on the Dick-
son polynomials has been developed for the numerical solutions of the general integro-
differential-difference equations [28]. In this study, the numerical method is improved to
obtain the approximate solutions of the general functional integro-differential equations
with hybrid delays. The method is based on the Boole polynomials, their derivatives and
the collocation points.

For a < z,t < b, the general functional integro-differential equations with hybrid delays
is given in the form of

mi1 M2 m3 maq Urs (IE)
Z Zpkj(sv)y(k)(aij + Brj) = f(z) + Z Z Ars / - Ko (2, )y (st + yrs )dt,
k=0 =0 r=0 s=0 Urs(T

(1)
with initial-boundary conditions

mi1—1

k=0

where pyj, Ky, f(2), Vps(), vrs(x) are known function on the a < x,t < b and aj, bjg, tirs,
Yrs, Ars are real constants.
The approximate solution is written form as

N
y(x) 2y (@) = Y anRy(x) (3)
n=0
where R,,(z) is Boole polynomials and a,,,n = 1,2,... N is the unknown Boole coefficients.

2. BOOLE POLYNOMIALS

The special numbers of Boole polynomial form the basis of the developed method in
this study. The Euler Polynomials F, (x) are defined by the following generating function:

2etx _ i En(CU) 4

1+et n!

Here, we note that E, = F,(0) denotes the Euler numbers. The Stirling numbers of
the first kind Si(n, k) and second kind Sa(n, k) are indicated by the following generating
functions, respectively:

log(1 +t))* > Si(n, k), (et —1)F 2. So(n, k)
(oL ) _ 5 Silmk) (=1 _ $% S,

n!
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The general form of Boole polynomials R, (x) are following

=32 G (7). @

n=0

The generating function of Boole polynomials R,,(z) is:

o0

Ru(z) ,  2(141t)"
X:O n(!)t - (2—1—1&) ' (5)

For x = 0, generating function of the Boole numbers is

n! PR
n=0
By using (6), we have
oo o0
Rn(o) n __ 1 n
BT STy
n=0 n=0

Comparing the coefficients of ¢ on both sides of the above equation, the following well-
known formula is obtained:

n! 277
Substituting ¢t = €' — 1 into the equation (5), we have

0 T el
ZRH()(et_l)n: 2 )

n=0

By using equation (5) and equation (6), one also has the following well known formula
involving the Stirling numbers of the first kind Si(m,n) and the Euler numbers and
polynomials, and the Boole numbers and polynomials [9, 24, 26, 27, 33, 34, 36, 37, 38, 39,
40, 41, 42, 43]:

> En(2)Si(m,n) = Ru(x)
n=0
and

Z E,Si(m,n) = Ry(0).
n=0

3. MAIN MATRIX RELATIONS FOR THE BOOLE POLYNOMIALS

In this section, the matrix relation of the Boole polynomial R(x), the approximate
solution of the equation (3), the kernel function K,s(z) and the initial-boundary conditions
the equation (2) are obtained.

We firstly introduce the following matrix relation of the Boole polynomial:

R(z) = X(z)HT (7)
where
R(z)=[1 z—1 Ry(2)] ,X(z)=[1 = z? V]
and Lo o
-3+ 1 0
H=11 21
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Then, the matrix form of the solution (3) is written as

y(x) =yn(r) = R(z)A (8)
The kth derivative of the equation (8) is given as follows:
y (@) 2y () =RP@)A, k=0,1...,m (9)

Combining the matrix form of the equation (7) with the matrix form the equation (9), we
obtain

y W (2) =y (2) = X®) (2)HTA = X(2)E*HTA (10)
where ~ _ _
010 ... 0 ap
00 2 ... 0 a
E=|i i @ A= |
000 ... N
000 o O niyyxven LON ] 1 (N+1)

[10, 13]. Using the equation (1), (cujz + Bi;) is written instead of x for the matrix form
of term y(k)(akja: + Brj). The matrix form is obtained as

y(k)(aij + Bk]) = y](\l;)(ozij + Bk]) = X(Ozkja} + ﬁkj)EkHTA, kE=0,1...,my. (11)

Here, the matrix relation between X(ayjx 4 fi;) and X(z) is expressed as

X(okjw + Br;) = X(x)B(uj, Brj) (12)
where
0 1 N
(o) kB8 Egg O‘%jﬁi%j = (J(Vg ) ?gj%,i? X
0 ak'ﬁk' O‘k'ﬁk'_
B, Bxj) = : ! S ' S
: : e
0 0 T (N) Ui Bks (N+1)x(N+1)
The relation (12) is written in to the equation (11) and the following relation is obtained.

y® (akjz + Bry) =y (ons + Biry) = X (2)B(awy, By ) EXHTA, k=0,1...,m1 (13)

Similarly, using equation (1), we obtain
Y (gt + 7)<y (gt + 1) = X (OB, 1)) EFHTA, k=0,1...,ms.  (14)

The kernel function K,4(z,t) is expanded by the Taylor polynomial and the Boole poly-
nomial, respectively,

N N
K, (x,t) :Zztk,ﬁf ™" and BK, (z,t) = ZZRk R,(t) (15)

r=0 s=0 r=0 s=0
where

tk;rs _ 1 6m+nkm(0’0)
T mlnl Qzmotn
The matrix relations in the series of the equation (15) is given as follows:

Kes(z,t) = X(2)*K, . XT(t), K = ['k"® ], m,n=0,1,2,...,N. (16)
Thus, by using to the equation (15)
RKI‘S — (HT)fl tKrSHfl = tKrs —_ HT RKI‘SH- (17)

m,n=20,1,2,...,N.
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is obtained.
Consequently, combining equation (10) and the equation (2), we get

,_n

m—
(apxX(a) + bip X (b)) EXHT A =, i=0,1,2,...,m—1. (18)

k=0

4. COLLOCATION METHOD

In this section, the matrix equations are obtained using the collocation points and
the matrix relations presented in Section 3. Firstly, the matrix relations in the equation
(13), (14) and (16) are substituted into the equation (1). Therefore, the following matrix
equation is obtained:

{ > o)X (2)B(awj, By ) EXHT

k=0 5=0 (19)

m3 maq

- Z Z Arsx(x)tKrsQrsB(/lkja ’ij)ErHT}A = f(I)

r=0 s=0

where

vrs(x)
Qus(z) = / XT()X(t) dt = [¢"% (x)],7 = 0,1,...,m3;5s =0,1,...,m4
Ups(T)

)m+n+1 )m+n+1)

— Ups(x
m+n+1
Lets define the collocation points as follows:

xi:a+b_Tai, i=0,1,...,N (20)

These points are substituted in the equation (19), the following system of the matrix
equation is obtained

mi ma
{ Z Zpk] wz (akja 6k])EkHT

k=0 5=0

(vrs(z

T () = , m,n=0,1, ..., N.

- Z Z Ars)c(xi)t]E{rs(Q]r'sB(,Ulcj; 'Wcj)ErHT}A = f(xl)

r=0 s=0

Hence, fundamental matrix equation can be written as

mi1 m2 m3 m4 -
{ > PuXB(any, B BXHT = 3 > 20X Kis Qrs Bpusy, ) EF HT}A =F

k=0 j=0 =0 5=0
(22)
where
Pyj(z0) 0 0 f(zo)
Py 0 Pyj(xq) 0 P f(z1) |
0 0
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H'; Qus(z0) 0 0
L H 0 Qrs(xl) ... 0
H! = . 7QI‘S = . : .. : )
.T : : . :
H | (nvinyx(ve1) 0 0 o Qus(an) (N+1)?x(N+1)?
ET 0 ... 0 K. 0 e 0
_ o E* ... O 0 Ky ... 0
Er=| . . . K = . : :
O 0 E (N+1)><(N+1)7‘ O 0 KI‘S (N+1)2><(N+1)2
and
B (45 Vk5) 0 e 0
_ 0 B(ukj,'ykj) 0
B (prj, Yhy) = : : - :
0 0 e B(,U’ky’)/kj) (N4+1)2x(N+1)2

The equation (22) is modification of the equation (1). This matrix equation is the matrix
equation with a system of (IV+1) linear algebraic equations and unknown Boole coefficients

ag, ai, ..., ay. Thus, the equation (22) is written as follows:
WA =F (23)
where
m1 m2 m3 Mg
W =) "> "PiyXB(akj, B ) EXKHT = ) " A X Kig Qs By ) EF HT - (24)
k=0 j=0 r=0 s=0

The matrix form of conditions of the equation (18) can also be represented as follows:

U, A = [n;] or [Ui; nil; 1=0,1,2,...,m —1 (25)
where
mi1—1
U, = Z (aikX(a) + bikX(b))EkHT = [uio Uil - uiN] ,0=0,1,...,m —1
k=0

Finally, the m rows of the augmented matrix form the equation (23) are deleted. The
m rows of the conditions the equation (25) are written instead of the deleted m rows. As
a result, the following new augmented matrix relation is obtained as

woo wo1 WoN ;o f(zo)
w10 w11 Wi1N ; f(331)
(W F] = [YO0—m)0 WNomt e WN—m)N Flan-m) | (26)
’ Uoo U1 UON ; 7o
u10 u11 UIN ; m
| ¥(m1-1)0 Umi—1)1 -+ Umi—1)N Nmi—1

If rankW = mnk[VNV; f‘] = N + 1, the unknown Boole polynomials are obtained with

—~ 1~
A = (W) F.Then, the Boole coefficients obtained are placed in the solution (3). As a
result, the solutions of the equation (1) are reached.
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5. RESIDUAL CORRECTION AND ERROR ESTIMATION

In this section, the error function of the approximate solution has been given for the
presented method. Also, the residual correction of the Boole polynomials solution has
been developed. The residual function of the presented method is defined as

Ry (x) = Llyn(z)] — f(z) (27)

where yn(x) is the Boole polynomials solution defined by the equation (3) of the problem,
is the approximate solution of the problem. The error function ey (x) is defined as

en(z) = y(z) — yn(z) (28)

with the exact solution y(z). According to the equation (1), the equation (2), the equation
(27) and the equation (28), the error differential equation is obtained as

mi1 m2

Zzpkg 6N Oéij-f-ﬁk;])

e e (29)

=2 D s / Kpo(,)e§) (st + yra)dt = f(x) + Ry (2)
r=0 5=0 vrs (@)

with the homogeneous initial-boundary conditions

mi—1
3" (awel (@) + bield) (0) = 0, i=1,2,3,...,m — L (30)
k=0

By using the sum of yn(x) and ey a(z), we obtain the corrected the Boole polynomials
solution yn a(z) = yn(x) + en,m(x). In addition, using the Boole error function ey (x)
and the estimated error function ey (), the corrected Boole error function ey p(z) is
given as following

Enym(z) =en(z) —enm(z) = yn(z) — ynm(2).

6. NUMERICAL EXAMPLES

Example 1. For 0 <z, t <1, the equation is given as

z+1
y'(x) — (2 —2)y (z) + y(2x — %) = 227 + gx + g + /_1 (x — 1)y (t)dt (31)

with initial-boundary conditions y(0) = 2 and ¢/(0) = —1. The equation (31) is written
as

Y'(@)~ (@~ 2/ (@) +y(2r — 5) = ~22>+ Dt >
z—1 z+1 (32)
- / (x — 1)y (t)dt +/ (x —1)y/(t)dt
0 0
where Poo = 1, Pio = —(2—2), Py =1, ago =2, Boo = — >\ 10=-1, An =1, vp(z) =
(z-1), v1a(x) = (z+1), vio(z) = v11(2) = 0, Kro(w,t) = Kna(z,1) = (w—1). For N =3

in interval [0,1], the collocation points are obtained as

2

1
{ZL‘O:O, x1:§7 x2:17 $3:§7 .’,1:'4:1}
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The fundamental matrix equation of the equation (32) is written as

1
{onXE2HT + P1oXEHT + PooXB(2, _i)HT

(33)
— MoX K10 Qio E HT — \;X K11 Qu3 EHT}A =F
where
1000 2.0 0 0 1 —5 3 —3
0100 0200 r |0 1 =2 5
Poo=Pa0=15 g 1 o Po=190 529 T =l 0o 1 -3 -
000 1],, 00 0 1f,, 0 0 L P
_ 1 .
B(27—§):Dw,g[B(27—%) B(Z,—%) B(Z‘%) B(zv_%)]wxw’
Q10 = Diag [Q10(0) Qio(3) Qio(3) QlO(l)]wle’
Qu1 = Diag [Q11(0) Qu1(3) Qu1(3) Qui(1)] 4,6
X = Diag [X(0) X(3) X(2) X(1)], . HT = Diag[HT HT HT HT] |
Kio = Diag [Kio Kio Kio Kio],4, 6 K11 = Diag [Kin Kii Kir Kua] g, 46

E:Diag[E E E E}

16x16
From solution of the equation (32)
1 3 17 17 : 5
1 8 _é i . @
Wi =1, 2 2° 3 | ik
330 54 0 18
1 2 4 -4 5 7

According to the problem (31), the matrix form of conditions (25)is written as

[Uosdol=[1 =5 5 —% ;2land[Up;M]=[0 1 =2 5 ;—4]

In the augmented matrix, the 3"® and 4" rows are deleted and the matrix form of condi-

tions are written. As a result, the following matrix is gained.

1 g3 it 17 : 5

~ ~ 1 8 _é & M

WE= ] 5 R % g
2 2 4

o 1 -2 5 ; -2

This matrix is solved and the unknown Boole coefficients (or the Boole numbers) are found
as
_[9 3 T
A=[3 3 1 0.
For N = 3, the Boole coefficients obtained are written in the solution (3). The Boole

polynomials solution of the equation (31) is obtained as follows

1

2

S — 2.
2:U-|-

This is the exact solution of the given problem (31).
Example 2. The following problem

V@) =vle -1+ [y (39

y(z) ==
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is given with the initial-boundary conditions y(0) = 1 [32, 44]. The exact solution of this
equation is y(z) = e*. The exact solution y(z), the Boole solutions yx (x) and the corrected
Boole solutions yn, a(x) of the problem (34) are calculated for the values N, M = 4,5 and
N, M = 8,9. These results are shown in Figure 1 for N, M = 8,9. Also, the absolute error
function |ey|, the estimated error function |en as| and the corrected Boole error function
|En | of the problem (34) are obtained for the values N, M = 4,5 and N,M = §,9.
Additionally, the authors in reference [44] are solved the problem (34) using the Laguerre
collocation method (LCM). The absolute error functions, the estimated error functions
and the corrected error functions of the problem (34) are compared with the presented

method and the Laguerre collocation method (LCM), in Table 1 and 2.

TABLE 1. The comparison of the absolute error functions, the estimated
error functions and the corrected error functions of the presented method
and the LCM for problem (34).

Presented Method Laguerre Collocation Method [44]
Ti len] len,m | |ENum] len] len,m | |ENm|
N=4 |NM=45|N,M=4,5 N =4 N,M =4,5| N,M =4,5
0 0 0 0 2.4425e-015 | 1.2212e-014 | 9.7700e-015
0.2 | 5.6620e-04 | 7.2149e-04 | 1.5529e-04 | 4.1670e-004 | 5.5366e-004 | 1.3696e-004
0.4 | 1.3027e-03 | 1.5284e-03 | 2.2572e-04 | 1.4750e-003 | 1.8183e-003 | 3.4334e-004
0.6 | 1.7643e-03 | 1.9855e-03 | 2.2121e-04 | 2.4747e-003 | 2.8991e-003 | 4.2442e-004
0.8 | 1.9854e-03 | 2.1937e-03 | 2.0835e-04 | 2.9179¢-003 | 3.2314e-003 | 3.1354e-004
1.0 | 3.0124e-03 | 3.1842e-03 | 1.7186e-04 | 3.0410e-003 | 3.0791e-003 | 3.8131e-005
TABLE 2. The comparison of the absolute error functions, the estimated
error functions and the corrected error functions of the presented method
and the LCM for problem (34).
Presented Method Laguerre Collocation Method [44]
Ti len] len,m| |En ] len] len, v |ENm]
N=8 |N,M=89 N,M=89| N=8 |N,M=89|N,M=28,9
0 0 0 0 3.1308e-014 | 1.3840e-012 | 1.3527e-012
0.2 | 1.0885e-06 | 9.7953e-07 | 1.0902e-07 | 1.5829e-006 | 2.4889e-006 | 9.0600e-007
0.4 | 1.2423e-06 | 8.9501e-07 | 3.4727e-07 | 2.1689e-006 | 3.3111e-006 | 1.1422e-006
0.6 | 8.4992e-07 | 2.9388e-07 | 5.5604e-07 | 2.0004e-006 | 2.8536e-006 | 8.5320e-007
0.8 | 4.9047e-07 | 1.9043e-07 | 6.8090e-07 | 1.7385e-006 | 2.1082e-006 | 3.6970e-007
1.0 | 4.6580e-07 | 2.9577e-07 | 7.6157e-07 | 1.8455e-006 | 1.7977e-006 | 4.7802e-008

Example 3. For 0 < x,t < 1, the first order integro-differential equations is given as

y'(2)

y(2) =2y (

1
r—=

2

2

)—l—(ac—nr:Q)y(190—1)4—/03C re ty(t)dt+

x

/ ? (22— 2 (D)t f(x),

(35)
with initial-boundary conditions y(0) = 3/(0) = 1 [14, 44]. Here, the exact solution of this
equation is y(z) = ¢* and g(x) = f(:pf:vQ)e%*quQex*% —22e2+xe2. For N, M = 7,8, the
exact solution y(z), the Boole solutions yy(x) and the corrected Boole solutions yn ()
of the problem (35) are calculated and compared in Figure 2. The error functions |ey]|,
the estimated error functions |ey, ar| and the corrected Boole error functions |En as| of the
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problem (35) are obtained for the values N, M = 7,8. The Bernouli collocation method
(BCM) are used by authors in [14] to solve problem (35) for N, M = 7,8. In Table 3, the
error functions |ey|, the estimated error functions |ey, /| and the corrected error functions
|En | of the problem (35) are compared with the presented method and the Bernoulli

collocation method (BCM).

TABLE 3. The comparison of the absolute error functions, the estimated
error functions and the corrected error functions of the presented method
and the BCM for problem (35).

Presented Method Bernoulli Collocation Method [14]
Ti len] len, | |ENm| len] len,m| | Enm]
N=7 |NNM=78|NNM=78| N=7 |[NM=78|N,M=71,8
0 0 0 0 0 0 0
0.2 | 7.4141e-07 | 7.5814e-07 | 1.6721e-08 | 7.4141e-07 | 7.5814e-07 | 1.6721e-08
0.4 | 1.3555e-06 | 1.2028e-06 | 1.5276e-07 | 1.3555e-06 | 1.2028e-06 | 1.5276e-07
0.6 | 4.1432e-07 | 5.4210e-08 | 3.6011e-07 | 4.1432e-06 | 5.4210e-08 | 3.6011e-07
0.8 | 1.9036e-06 | 2.1524e-06 | 2.4881e-07 | 1.9036e-06 | 2.1524e-06 | 2.4881e-07
1.0 | 3.3473e-06 | 3.0698e-06 | 2.7749e-07 | 3.3473e-06 | 3.0698e-06 | 2.7749e-07

Example 4. In this example, the Volterra delay integro-differential equation

-/

is considered with initial-boundary conditions y(0) = e [16, 32]. Here, the exact solution of
this equation is y(z) = e°(®), For N, M = 13,14, the exact solution y(z), the Boole solu-
tions yn(x) and the corrected Boole solutions yx a7 (x) of the problem (36) are calculated.
These results are compared in the Figure 3. Also,the Taylor collocation method (TCM)
are used by the authors in reference [16] to solve the problem (36). The absolute error
functions |ey| and the estimated error functions |En a| of the problem (36) have been
calculated by the presented method for N,M = 4,5, N, M = 9,10 and N, M = 13,14.
The values of the absolute error functions and the estimated error functions are compared
with the Taylor collocation method (TCM) in Table 4 and Table 5, respectively.

Y (x) = = (6 +sin(x))y(z) + y(z sin(t)y(t)dt, >0 (36)

INE]

TABLE 4. The comparison of the absolute error functions of the presented
method and the TCM for problem (36).

Presented Method Taylor Collocation Method [16]

T

le4]

leg|

le1s]

le4]

leg]

le1s]

0

0

7.1054e-15

0

0

0

0.2

5.2753e-04

4.0774e-07

9.1747e-06

0.52753e-3

0.40761e-6

0.89207e-5

0.4

6.2596e-04

3.4248e-05

3.6366¢e-06

0.62596¢-3

0.34247e-4

0.39875e-5

0.6

4.9358e-04

3.1869¢-05

8.3322¢-06

0.49358e-3

0.31869¢-4

0.10439e-5

0.8

1.9473e-04

1.1447e-05

3.6703e-06

0.19473e-3

0.11447e-4

0.10260e-5

1.0

1.2256e-02

1.1688e-06

2.1717e-07

0.12256e-1

0.11688e-5

0.50482e-6
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TABLE 5. The comparison of the estimated error functions of the presented
method and the TCM for problem (36).
Presented Method Taylor Collocation Method [16]
i leas leg,10] le13,14] leas] leg,10] le13,14]
0 | 1.0842e-19 | 1.3010e-18 | 1.6653e-16 0 0 0
0.2 | 6.3375e-04 | 8.9251e-06 | 6.7174e-07 | 0.19423e-6 | 0.25852e-10 | 0.30750e-15
0.4 | 1.6206e-03 | 1.3963e-06 | 1.7431e-07 | 0.11481e-6 | 0.32028e-10 | 0.38264e-14
0.6 | 7.5441e-04 | 6.0725e-06 | 5.2337e-07 | 0.32789e-7 | 0.16568e-9 | 0.16943e-13
0.8 | 2.9467e-04 | 2.8320e-06 | 2.3742e-07 | 0.53322e-6 | 0.73745e-9 | 0.92470e-13
1.0 | 1.0692e-02 | 7.9573e-07 | 1.6906e-08 | 0.23872e-5 | 0.22349e-8 | 0.36194e-12
28 T T
B | e soutn 1
— #— -, ,00) CorrApp. Solution L

F1GURE 1. The comparison of the exact solutions, the Boole solutions and
the corrected Boole solutions of the problem (34) for the values N, M = 8,9.

28 T

=k yi=er )
26| % y7(x) App. Solution i 5 |

— &~ -y, ¢ Corr. App. Solution

0 0.1 02 03 0.4 0.5 0.6 0.7 0.8 0.9 1

FIGURE 2. The comparison of the exact solutions, the Boole solutions and
the corrected Boole solutions of the problem (35) for the values N, M = 7,8.

7. CONCLUSIONS

The Boole matrix method has been developed to find Boole solution of the general
functional integro-differential equations with hybrid delay. This method has been used to
obtain the approximate solutions and the error estimations based on residual function of
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26—
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F1GURE 3. The comparison of the exact solutions, the Boole solutions and
the corrected Boole solutions of the problem (36) for the values N, M =
13, 14.

the problems. The results show that the presented method is both usable and reliable.
The presented method has been written in MATLAB program code. In this way, the
results have been easily obtained. The presented method was used to obtain the Boole
solutions and the error functions of the problem (34) for the values N,M = 4,5 and
N, M = 8,9. Additionally, the results of the error functions have been compared with the
Laguerre collocation method. For the values N, M = 7,8, the presented method was used
to calculate the error functions and the Boole solutions for problem (35). These results
were compared with the Bernoulli collocation method. The Boole solutions and error
functions of problem (36) was solved for values N, M = 4,5, N, M = 9,10 and N,M =
13,14, using the presented method. The results of the error functions were compared with
those obtained using the Taylor collocation method. In future studies, the Boole matrix
method can be improved for the approximate solutions the system of integro differential
equations, nonlinear integro differential equations, integro-differential-difference equations
or different models of these equations.
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