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ACCURATE NUMERICAL SCHEME FOR SINGULARLY PERTURBED
TIME DELAYED PARABOLIC DIFFERENTIAL EQUATIONS

N. T. NEGERO'", G. F. DURESSA?, §

ABSTRACT. For the numerical solution of the singularly perturbed parabolic convection-
diffusion equation with large time delays, a novel class of fitted operator finite difference
method is constructed using the Mickens-type scheme. Since the perturbation param-
eter is the source for the simultaneous occurrence of time-consuming and high-speed
phenomena in physical systems that depend on present and past history, our study here
is to capture the effect of the parameter on the boundary layer. The time derivative is
suitably replaced by a Crank-Nicolson-based scheme, followed by the spatial derivative,
which is replaced by a non-standard fitted operator scheme. First-order error bounds in
space and second-order error bounds in time are established to provide numerical results.

Keywords: singular perturbation; large time delay; parabolic convection-diffusion prob-
lem; denominator function; uniformly convergent.

AMS Subject Classification: 65M06, 656M12, 65M15.

1. INTRODUCTION

A realistic model with time delay partial differential equations has significantly more
complicated dynamics than a model without time delay partial differential equations,
because a time delay can cause a stable equilibrium to become unstable. Such type of
equation arises frequently in the mathematical modelling of science and engineering. A
few classical examples involves, for example, control theory [30], population dynamics[15],
immune response [4], and chemical kinetics [7]. A wide range of delay parabolic partial
differential equations models can be found in Wu [33]. The occurrence of boundary layer
in singular perturbation problem was originated in nineteenth century [31]. The solution
to such problems undergoes abrupt changes in narrow regions of the domain due to the
multiscale character of the associated perturbation parameter(s) [6, 9]. For the numerical
solution of singularly perturbed delay partial differential equations, layers are connected
with additional difficulties; besides instabilities of certain discretization methods, high
computational costs and insufficient resolution are essentially due to the existence of layers
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[3, 6, 7, 10]. Solutions of time delay differential equations are of immense interest, equally
in applications and theory.

Much attention has been paid to delay parabolic differential equations and their numeri-
cal approximations. Among the first rigorous numerical treatments of singularly perturbed
parabolic delay differential equations with delay is the pioneering work of Ansari et al.
[1] in which second order singularly perturbed delay parabolic differential equations are
approximated by finite differences on piecewise Shishkin meshes. In [18, 19, 20, 21] authors
solve convection-diffusion singularly perturbed parabolic problems with two small param-
eters. In the papers, [2, 5, 8, 12, 13, 14, 27, 28, 29, 32], the authors considered numerical
study of one parameter singularly perturbed parabolic convection-diffusion equation with
time delay.

Except for the authors in[22, 23, 24, 25, 26] most of the previous works for numerical
solution of singularly perturbed delay parabolic partial differential equations of convection-
diffusion type have been studied on the e-uniform convergence of solutions based on fitted
mesh, and a few interest has been paid to the construction of fitted operator finite difference
methods of solutions. As a result, when the perturbation parameter ¢ becomes very small,
it is critical to improve appropriate numerical techniques to cope with the oscillatory
character of the solutions, whose accuracy is independent of the parameter value .

In this work, we proposed a numerical scheme using a denominator function. Moreover,
the goal of this study is to implement more accurate, stable and uniformly convergent
numerical scheme for solving singularly perturbed parabolic convection-diffusion problem
having large time delay.

2. PROBLEM FORMULATION

Let Q, = (0,1), D = Q, x (0,7], and I' = I’ UT, U T, where I'; and T, are the left and
the right side of the rectangular domain D corresponding to x = 0 and x = 1, respectively
and I'y, = [0, 1] x [—7,0]. Here in this paper, we consider the following class of second-order
singularly perturbed time delayed one-dimensional parabolic convection-diffusion problem:

&L(;;’t) a Euw:v(xa t) + a(x, t)u»f(x’ t) + b(.’E, t)u(x’ t) -

—c(z, t)yu(z, t — 1) + f(z,t),Y(z,t) € D,

Legu(z,t) = ()

initial condition
u(z,t) = gp(z,t), (z,t) € Ty, (2)

and subject to the boundary condition

w(0,t) = ¢y(t), Ty = {(0,¢) : 0 < ¢t < T}, (3)

u(l,t) = ¢p(t), Ty = {(1,1) : 0 < t < T}. (4)

0 < e« 1 is a singular perturbation parameter and 7 > 0 represents the delay param-
eter and the functions a(x,t),b(z,t),c(x,t), f(z,t) on D and ¢y(z,t), ¢i(t), ¢r(t) on T
are sufficiently smooth, bounded functions and independent of . For small values of
perturbation parameter(e — 0) the solution of the problem typically exhibits layer behav-
ior depending on the sign of the convection term. When a(z,t) > «a > 0,b(x,t) > 3> 0,
c(z,t) > 9 > 0,(z,t) € D, the solutions of (1)-(4) exhibits boundary layer along z = 1(i.e,
in the neighborhood of T',).
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3. BOUNDS FOR THE SOLUTION OF THE CONTINUOUS PROBLEM

Lemma 3.1 (Continuous maximum principle). Let ¥(z,t) € C? (D) N C° (D), with
LeaV(2,t) > 0 in D and Y(x,t) > 0 for all (x,t) € I'. Then we hcwe U(z,t) > 0,
V(z,t) € D.

Proof. Suppose there exists (z*,t*) € D be such that ¥ (z*,t*) = min, yep ¥ (2, ¢) and
suppose that ¥ (z,t) < 0 which implies (z*,t*) ¢ T' as ¥(x,t) > 0 on I'. Then, we
have W, (z*,t*) = Uy (x*,t*) = 0 and W, (z*,¢*) > 0 and thus £,V (z*,t*) < 0 which
contradicts the given hypothesis and hence ¥(x,t) > 0, V(z,t) € D. O

Lemma 3.2. The solution u (z,t) of the continuous problem (1)-(4) satisfy the following
estimate:

u (1) — gy (2,0)| < Ct. (5)
Proof. For the proof reader can refer to Das and Natesan [5]. O

Lemma 3.3 (Uniform stability estimate for continuous problem ). The uniform stability
bound on the solution u(x,t) of the continuous problems (1)-(2) satisfy:

lull < 874 || £ezull +max (o], (|1] + |6:])) -

Proof. For the barrier functions U= (z,t) = 871 || £c pull +max (|gy] , (|1] + |¢p]))Eu (2, 1),
V(z,t) € D we have

UE(0,t) = B || .£e pu|| + max (¢p, max (¢, ¢r)) +u (0,¢) >0,

U (1,1) = B0 || Legull + max (|gy], ([l +[6r]) £u(1,1) >0,

£5,x‘1’i =b [5_1 ||£€,xu|| +max (|gp], (|| + |¢r‘|))] + £equ (z,t) >
H£6,xu|| + Bmax (|¢] , (|o1] + [or])) £ Leau (w,t) > ||£€,zu|| + ||£€,zu (z,t)]| = 0.

Thus, by applying the maximum principle we obtain the required result. ]

Lemma 3.4. The ezact solution u(x,t) and its derivatives of problems (1)-(4), satisfy the
bound:

Proof. For the proof the Lemma 3.4 refer [5]. O

aiJrj U
Qxtoty ||

< C’(l—i—s_ieajp(—a(l—x)/s)) ,0<i+2j<4,V(x,t)€D.

4. NUMERICAL SCHEME FORMULATION

4.1. The time semidiscretization. On the time domain [0, 7] we introduce the equidis-
tant meshes with uniform step size At such that

QM = {t, =nAt,n=0,1,...,M,At =T/M},

where M = T /At is the total number of mesh elements in the domain [0,7]. Here,
we propose a numerical scheme to solve Equations (1)-(4), which consists of the Crank-
Nicolson method for the time derivative. This gives the following system of semi-discretize
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problem,

( pynt+l (a:)At_ Ur(z) e (Upa)"™ V2 () + a2 (2) (U,)"2 (2) + 67112 (2) U2 (2)

= _Cn+1/2($)Un+1/2—s (z) + f”+1/2 (),
U™(0) = @1 (tng1),0 <n < M,
Ut (1) = ¢p (tny1),0 <n < M,
U (2) = ¢y (2, tpr1) ;2 € Qp,— (s +1) <n < —1,

(6)
where U"*1(z) is the approximate solution of u(x,t,4+1) at (n+1)th time level. The above
equation (6) can be rewritten in operator form as

qnt1/2 (aj)

LM U (2) = 2 (Uga)"™ (2) + (U)" () +

_£
2
1/ 2 n n
5 (At_i_b +1/2 (x)> U +1(
)

U™ (0) = ¢1 (tnt1) ,0 <

&
I
e

S
=

&

n
urtt (1) = ¢r (tn—f—l) ,0<n< M,
UTL+1 (x) = ¢b (xvtn-‘rl) , L S Qxa - (8 + 1) S n S _17
where
€ n an+1/2 (.CL‘) n L [/-2 n+1/2 n
B (Uza)" () — — (Uz)" (z) — B (At +0 (37)> U™ () -
i gy = ] I@T @) + @), <

N € n an+1/2 (:E) n 1 /=2 n+1/2 n
3 U @) - T ) - 5 (5 @) Ut o) -
Cn+1/2($)Un+l/275 (l‘) + fn+1/2(l‘),if t, > s.

The semidiscrete difference operator £22U"*!(z) in Equation (7) satisfies the maximum
principle as follows.

Lemma 4.1 (Semi-discrete maximum principle). Let Y™ (x) be a smooth function such
that Y"1 (0) > 0 and Y"1 (1) > 0. Then £%ET”+1 () > 0 for all x € D, implies that
Y (x) >0 for all x € D.

Proof. The proof continue as of Lemma, 4.1. O

The local truncation error e, of the temporal semi-discretization (7) is given by
U"(x) —u(x,t,) where u(x,t,) and U™ (z) are the exact and approximate solution of the
problem in (1)-(4) as follows.

Lemma 4.2 (Local error estimate). Suppose that Lemma 3.4 hold. Then the local error
estimate associated to the semi-discretized problem (7) is given by

lent1llo < C (A2)°.

Proof. The proof can be done by using the Taylor’s series expansion up to O ( (At)3> such

that u(z,t,1/2) = u(x, t, + At/2), u(w,t,) = u(z,t, — At/2) and applying the maximum
principle given at Lemma 4.1. For more detail the reader referred to Kumar et al. [16]. O
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Lemma 4.3 (Global error estimate.). Under the hypothesis of Lemma 4.2, global error
estimate E,, in the temporal direction is given by
2
[Enlle < C(AL)
where Ey, is the global error in the temporal direction at (n + 1)th time level.

Proof. Using local error estimates given in Lemma 4.2, the global error estimate at the
(n+ 1) th time step is given by

n

>

k=1
< [lexll + lleall + - + llexl

< Co ((n)At)? (At)
< CoT (At)? ,since n (At) <T < C(At)*,C = CoT,

T
1Bl = n<

where C is constant independent of ¢ and At. O

Lemma 4.4. [8] The solution U™(z) of semi-discretized problem (7) and its derivatives

satisfies

diU™(x)
dz?

<C(l+e'exp(—a(l—2)/e)),VY(z) € D,0<i<A4.
4.2. Spatial discretization. Consider the semi-discretized problem corresponding to the
Equation (6):

an+1/2 (x)

5 (Ux)n—i-l (ZL') + 1 < 2 bn+1/2 ({L‘)) Un+1 (l’) _ I_i’n ({L‘) )

a\ar’
(8)
Using the homogeneous problems corresponding to (8) with constant coefficients gives

—& (Usa)" T (2) + & (Up)" T (2) + 7 U™ (2) = 0 (9)
2
where 1 (At + b H1/2 (x)) > 7* > 0. From Equation (9) we have two linear independent
solutions exp (5\11*) and exp (5\227) such that

5 —G& £ VA2 + der*
12 = .
’ —2¢

Now we partitioned spatial domain [0, 1] into N number of mesh elements with a uniform
meshes of equal length of h. This gives the spatial mesh

QY ={z,, =mh,m =1,2,...,N,20 = 0,2y = 1,h=1/N},

(10)

where x,, is nodal points. Let us denote the approximate solution to u (x,t,) at the grid

point x,, by U,, = crexp (qum> + coexp <5\2xm) Using the method in [17] we have
Un-1 exp (Xlxmfl) exrp (Xmefl)
Unm erp (lem) exrp (5\21’m> =0.
Un+1 exp (5\15Em+1) erp (5\2$m+1)
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Evaluation of the determinant gives:

vh VA2 + def* —ah
exp <a> Uyn—1 — 2cosh (W) Up + exp (a> Un+1 =0, (11)

2e 2e

which is an exact difference scheme for (9). With some manipulations (11) yields the
following scheme for the non homogeneous problem corresponding to the problem (9)

N Ut —ountt 4 gt . JUn - Ul _ gnit
U (exp (29) 1) " ) -
d £
According to Mickens [17] we introduce a denominator function that constitutes a general

property of the schemes (12). Motivated by (12), the non-standard finite difference scheme
for the variable coefficient problem is given by

52Un+1 n+1/2 1 2 .
- % z &’;‘ + am2 DyUM 4 3 <At + byl/?) untl = gr, (13)
where
52+l n+1/2 1 /-9
g x{]y;n . am2 D;U:rll-&-l -3 (At + b;zn+1/2> U — C”m+1/2¢2+1/2($m)
. + Y2 5, < s,
H" (2) = Im "

+1/2
UL _an e _ 1
2 42 2 2

2, > s,

-2
At

+ bn+1/2> Un o Cn+1/2Un+1/2—s

with 0207, = UpL_ | — 200 + Ul 5% = Zi (exp (Mam) — 1), DyUR = —"——m= ; mel,
Equation (13) can be rewritten as:

XU =,

U™ (0) = ¢1 (tns1),0 <n < M,

U™ (1) = 6y (1) .0 < 1 < M, (14)
U (2m) = ¢ (Tms tnt) ,

—(s+1)<n< 12, eV,

where

2 1 n+1/2

N,M 1
Lo Un'™ =3 32 2 AN

Lemma 4.5 (Discrete maximum principle). Let U™ (x,,) be a mesh function such that
U (20) > 0 and U™ (z) > 0. Then £ 0 (2,,) > 0 for 1 < m < N —1, implies
that " (z,,) >0 for 0 <m < N.

Proof. The proof is same as Lemma 3.1. g

Lemma 4.6 (Uniform stability estimate). The solution U'! of the discrete scheme in
(14) satisfy the bound

| max ‘,E?%” U;}jl‘
U < —— L max ()] 0r ()}
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Proof. The proof is as of Lemma 3.3. O

Lemma 4.7. For all k € ZT on a fived number of mesh numbers N, and ¢ — 0, we
have
lm  max P (T0Tm/E)
e—01<m<N-1 €
—a(l—
lim  max cxp (=l k Zm) /)
e—01<m<N-1 €
where T, = mh,Ym =1,2,...N — 1.

=0 and

:O’

Proof. The proof is given in [11]. O

5. CONVERGENCE ANALYSIS OF THE METHOD

Next, we consider the semidiscrete problem in Equation (7) and the discrete scheme in
(14) to find the truncation error of the spatial direction discretization.

Theorem 5.1 (Error estimate in the spatial direction). Let U™ (z,,) be the solution
of continuous solution (7) after temporal discretization and U be the approzimate so-
lutions of (14) after the full discretization. Then, the numerical solution U™ of the
problem in (14) satisfies the error bound

‘£é\77#1\4 (UnJrl(xm) o UTT)L1+1)} S CNfl

Proof. Consider the error bound in the spatial direction

£‘J€\777,7]1\/[ (Un+1 (xm) o U:{H)

n+1/2 27n+1 n+1/2
N % (U$$)n+1 (xm) + az(xﬂ’b) (U:E)n—i-l (xm) _ _;fszg;n + am2 D;U77rLL+1} (
€ n 5323(]21—&-1 qnt1/2 T . B
=)= 5 () ) - 208 ) 4 T (0 ) - Dy

< Ceh? (Upawa)" ™ (2m) + Ch (Usa)™ ™ (€m),

< Ceh*|1+etexp(—a(l —z,)) |+ Ch

1+e2exp(—a(l—2an)) ‘

Applying the bound given in Lemma 3.4 and Lemma 4.7 gives
| £ (Ut (2y,) — UL < Ch=CN™!

e,m

0

Theorem 5.2 (Error estimate in the fully discrete scheme). Let u be the solution of the
problem (1)-(4) and U be the numerical solution of (14). For the fully discrete scheme,
the following parameter uniform error estimate holds:

sup [u—U| < C (N7 + (At)?).

0<e<1

Proof. Immediate result follows from the combination of temporal error bound (Lemma
4.3) and spatial error bound (Theorem 5.1). O
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6. NUMERICAL RESULTS

In this section, we utilize the double mesh technique to calculate the maximum point
wise error and rate of convergence because the exact solution to the issues is unknown.
. . . N,At . N,At

The maximum pointwise errors F; and the corresponding order of convergence pz

are computed as

At
N, At N, At AN, 55
E;7 =max Uy, — Unp ? |,
m,n
N,At
E )
N,At _ e
Pe = logs ( AN At
E. 2

and from these values we obtain the e-uniform error ENAt

uniform order of convergence p™:2t by:

N,A N,At
ENAL = max, 22 and pVAt = logy (%) ‘
E* 2

and the corresponding e-

where Ufnvf‘ " is the numerical solutions obtained by using N, M mesh intervals in space
At

. . 2N, 5 .
and time direction, respectively. To compute U,,,, > we use 2N and 2M mesh intervals
in spatial and temporal direction, respectively.

Example 6.1. Consider

ou  Pu  (5—2%) ou
% a2t 3 o +tu(z,t) = —u(z,t — 1)+
32 (1 — 2) sin (nz), (x,t) € (0,1) x (0,2],
with
u(0,t) = 0,u(1,t) =0,t € (0,2],
{u(w,t) =0, (z,t) € [0,1] x [-7,0].

Example 6.2. Consider
ou 0u 9, Ou
= —u(x,t —7) + 10t2exp(—t)z(1 — z),
(2,t) € (0,1) x (0,2],

with

£
8
~
I
—
K
=
m
=)
=
X
T
n
=

We have illustrated the maximum point wise errors EN At and the corresponding nu-
merical rates of convergence pév A caleulated by numerical scheme (14) for Example 6.1
and Example 6.2 in Table 1 and Table 3, respectively. The numerical results presented in
Tables 1 and 3 shows the fact that the proposed numerical method is accurate of order

@) (N -1y (At)z) as predicted by the theory. From the Tables 1,2,3 and 4 one can clearly
observe the e-uniform convergence of the proposed scheme (14). Figures 1 and 2 clearly

indicate that the boundary layer is located at the right side of the rectangular domain.
The two Figures (Figure 1 and Figure 2 ) shows the effect of perturbation parameter on
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TABLE 1. Maximum pointwise errors (EX“*) and the corresponding rate of conver-
gence (pY2") of the scheme (14) for Example 6.1.

el N =16 N =32 N =64 N =128 N = 256
M =32 M =64 M =128 M = 256 M =512

210 8 5794e — 03 4.7247e — 03 2.4842¢ — 03 1.2662e — 03 5.7271e — 04
0.86065 0.92744 0.97228 1.1446 —

2712 8.5794e — 03 4.7247e — 03 2.4842¢ — 03 1.2743e — 03 6.4503¢ — 04
0.86065 0.92744 0.96308 0.98227 —

2~ 85794e — 03 4.7247¢ — 03 2.4842¢ — 03 1.2743¢ — 03 6.4504e — 04
0.86065 0.92744 0.96308 0.98224 —

2-16  85794¢ — 03 4.7247e — 03 2.4842¢ — 03 1.2743¢ — 03 6.4504e — 04
0.86065 0.92744 0.96308 0.98224 -

2-18  8.5794¢ — 03 4.7247e — 03 2.4842¢ — 03 1.2743¢ — 03 6.4504e — 04
0.86065 0.92744 0.96308 0.98224 —

2720 8.5794e — 03 4.7247e — 03 2.4842¢ — 03 1.2743¢ — 03 6.4504e — 04
0.86065 0.92744 0.96308 0.98224 -

2722 8.5794e — 03 4.7247e — 03 2.4842¢ — 03 1.2743¢ — 03  6.4504e — 04
0.86065 0.92744 0.96308 0.98224 —

2730 8.5794¢ — 03 4.7247e — 03 2.4842¢ — 03 1.2743¢ — 03  6.4504e — 04
0.86065 0.92744 0.96308 0.98224 -

ENAL 8 5794e — 03 4.7247e — 03 2.4842¢ — 03 1.2743e¢ — 03 6.4504e — 04

plVAt 0.86065 0.92744 0.96308 0.98224 -

TABLE 2. Maximum pointwise errors (EX2*) and the corresponding rate of conver-
gence (pY2") of the scheme (14) for Example 6.1.

Number of mesh intervals N = M

el 32 64 128 256 512

2-10 41194 — 03 2.2161e — 03 1.1402e — 03 5.1237¢ — 04 2.4987e — 04
0.89441 0.95874 1.1540 1.0360 —

2712 4.1194e — 03 2.2162¢ — 03 1.1482¢ — 03 5.8424e¢ — 04 2.9265¢ — 04
0.89435 0.94871 0.97474 0.99738 —

271 41194e — 03 2.2162¢ — 03 1.1482¢ — 03 5.8425¢ — 04 2.9470e — 04
0.89435 0.94871 0.97472 0.98734 —

2716 4.1194e — 03 2.2162¢ — 03 1.1482¢ — 03 5.8425¢ — 04 2.9470e — 04
0.89435 0.94871 0.97472 0.98734 —

218 4.1194e — 03 2.2162¢ — 03 1.1482¢ — 03 5.8425¢ — 04 2.9470e — 04
0.89435 0.94871 0.97472 0.98734 —

2720 4.1194e — 03 2.2162¢ — 03 1.1482¢ — 03 5.8425¢ — 04 2.9470e — 04
0.89435 0.94871 0.97472 0.98734 —

2722 4.1194e — 03 2.2162¢ — 03 1.1482¢ — 03 5.8425¢ — 04 2.9470e — 04
0.89435 0.94871 0.97472 0.98734 —

2730 4.1194e — 03 2.2162¢ — 03 1.1482¢ — 03 5.8425¢ — 04 2.9470e — 04
0.89435 0.94871 0.97472 0.98734 —

ENAT £ 1194e — 03 2.2162¢ — 03 1.1482¢ — 03 5.8425¢ — 04 2.9470¢ — 04
pVAL0.89435 0.94871 0.97472 0.98734 -
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TABLE 3. Maximum pointwise errors (EX“*) and the corresponding rate of conver-
gence (pY2") of the scheme (14) for Example 6.2.

el N=16 N=32 N=64 N=128 N=256
M=32 M=64 M=128 M=256 M=512

2710 57930e — 03 3.1944e¢ — 03 1.6717¢ — 03 8.687le — 04 4.4658¢ — 04
0.85877 0.93423 0.94437 0.95996 —

2712 57930e — 03 3.1944e¢ — 03 1.6720e — 03 8.6885¢ — 04 4.4758¢ — 04
0.85877 0.93397 0.94440 0.95696 —

2-14 57930e — 03 3.1944e¢ — 03 1.6720e — 03 8.6885¢ — 04 4.4813e¢ — 04
0.85877 0.93397 0.94440 0.95519 —

2716 57930e — 03 3.1944e¢ — 03 1.6720e — 03 8.6885¢ — 04 4.4813e¢ — 04
0.85877 0.93397 0.94440 0.95519 -

2718 57930e — 03 3.1944e¢ — 03 1.6720e — 03 8.6885¢ — 04 4.4813e¢ — 04
0.85877 0.93397 0.94440 0.95519 —

2720 5.7930e — 03 3.1944e — 03 1.6720e — 03 8.6885¢ — 04 4.4813¢ — 04
0.85877 0.93397 0.94440 0.95519 -

222 5.7930e — 03 3.1944e — 03 1.6720e — 03 8.6885¢ — 04 4.4813¢ — 04
0.85877 0.93397 0.94440 0.95519 —

2730 5.7930e — 03 3.1944e¢ — 03 1.6720e — 03 8.6885¢ — 04 4.4813e¢ — 04
0.85877 0.93397 0.94440 0.95519 —

ENAL 57930e — 03 3.1944e¢ — 03 1.6720e — 03 8.6885¢ — 04 4.4813¢ — 04

plVAt 0.85877 0.93397 0.94440 0.95519 —

TABLE 4. Maximum pointwise errors (EX2*) and the corresponding rate of conver-
gence (pY2") of the scheme (14) for Example 6.2.
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Number of mesh intervals N = M

el 32 64 128 256 512

210 27672¢ — 03 1.4555e — 03 7.2885e — 04 3.64176e — 04 1.8146e — 04
0.92691 0.99782 1.0010 1.0050 —

2712 2.7672¢ — 03 1.4558¢ — 03 7.4606e — 04 3.7748¢ — 04 1.8914e — 04
0.92661 0.96445 0.98289 0.99695 —

2~ 27672¢ — 03 1.4558¢ — 03 7.4606e — 04 3.7757e¢ — 04 1.8933e — 04
0.92661 0.96445 0.98255 0.99584 —

2716 2.7672¢ — 03 1.4558¢ — 03 7.4606e — 04 3.7757e¢ — 04 1.8933e — 04
0.92661 0.96445 0.98255 0.99584 —

218 2.7672¢ — 03 1.4558¢ — 03 7.4606e — 04 3.7757e — 04 1.8933e — 04
0.92661 0.96445 0.98255 0.99584 —

2720 2.7672¢ — 03 1.4558¢ — 03 7.4606e — 04 3.7757e — 04 1.8933e — 04
0.92661 0.96445 0.98255 0.99584 —

2722 2.7672¢ — 03 1.4558¢ — 03 7.4606e — 04 3.7757e — 04 1.8933e — 04
0.92661 0.96445 0.98255 0.99584 —

2730 2.7672¢ — 03 1.4558¢ — 03 7.4606e — 04 3.7757e — 04 1.8933e — 04
0.92661 0.96445 0.98255 0.99584 —

ENAL 9 7672¢ — 03 1.4558¢ — 03 7.4606e — 04 3.7757¢ — 04 1.8933¢ — 04

plV:At 0.92661 0.96445 0.98255 0.99584 —
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TABLE 5. Comparison of uniform error (E'N’At) and the corresponding uniform rate

of convergence (p™'2") for Example 6.2.
N =32 N =64 N =128 N =256
Methods,, M = 40 M = 80 M = 160 M = 320
Proposed method ENMAY 2.9360e — 03 1.5418¢ — 03 7.8940e — 04 3.9932¢ — 04
plAt 0.92924 0.96579 0.98321 -
Method in [27] ENAL 78114e — 03 4.1163e — 03 2.1158¢ — 03 1.0729¢ — 03
plVoAt 0.9242 0.9601 0.9797 -
Method in [§] ENAL 99504 — 03 5.8541e — 03 3.3439¢ — 03 1.8650e — 03
plAt 0.7653 0.8079 0.8424 -
N =32 N =64 N =128 N =256
M =30 M = 60 M =120 M =240
Proposed method ENAT 2.7115e — 03 1.4273e — 03 7.3165e — 04 3.7034e — 04
plAt 0.92580 0.96406 0.98230 -
Method in [2] ENAL 1.0257e — 02 5.4993e — 03 2.8584e — 03 1.4628¢ — 03
plAt 0.89928 0.94400 0.96647 -

Numerical Solution - U

FIGURE 1. Surface plot of the numerical solution for Example 6.1 with N = 128, M =
64,ac=2"4*be=2"18
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FIGURE 2. Surface plot of the numerical solution for Example 6.2 with N = 120, M =
64, ae=2"4be=2718



N.T. NEGERO, G. F. DURESSA: ACCURATE NUMERICAL SCHEME FOR SINGULARLY ... 1633

10" 10
—on? —on?
—_— =10 —— =10
—h— =2 e =12
— 14 — e=p14
o € o
s 0 —— =271 | = ——e=271%|
L L
%] %)
< <
é 107 é 10°
10 1 2 3 10 1 2 3
10 10 10 10 10 10
N N

FIGURE 3. Log-Log plot of the maximum error for Example 6.1 on left ([a]) and
Example 6.2 on right([b]).

the steepness of layer of the solution. In order to reveal the numerical order of conver-
gence, we have plotted the maximum pointwise errors of Example 6.1 and Example 6.2 in
Figure 3 (a) and Figure 3(b), respectively in the log-log scale for which again confirms the
effectiveness of the proposed method and also it gives close to first-order.

7. CONCLUSION

In this paper, a singularly perturbed parabolic partial differential equation with a large
time delay is considered. Because of the perturbation parameter, the solution of the
investigated problem exhibits boundary layer behaviour on the right side of the spatial
domain. To obtain parameter-uniform convergence, we have employed the Mickens-type
finite difference method for the space discretization and the Crank-Nicolson method for the
time discretization, both on a uniform mesh. Thus, the proposed fitted finite difference
method converges properly, and the results are better (See Table 5). Theoretically, we
have derived that the proposed method provides a first-order in space and second-order in
time error estimate. Two numerical experiments are carried out to validate the analytical
findings.

Acknowledgement. The authors would like to extend their gratitude to the referees.
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